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WSTEP

Celem tego podrecznika nie jest systematyczny wyktad logiki. Ksiazek takich jest juz
wystarczajaco duzo, wieC osoba giebiej zainteresowana tym przedmiotem na pewno nie
bedzie miata klopotu ze znalezieniem czegos odpowiedniego dla siebie. Niniejsza pozycja
przeznaczona jest przede wszystkim dla tych, ktorzy pobieznie zetknawszy si¢ z logika, na
przyktad jako z przedmiotem wyktadanym podczas krétkiego kursu na wyzszej uczelni, z
przerazeniem stwierdzili, ze nic z tego nie rozumieja. Przyswieca mi cel pokazania takim
osobom, ze wbrew pozorom logika wcale nie jest taka trudna, jak by si¢ to mogto poczatkowo
wydawac, a jej nauka nie musi przypomina¢ drogi przez meke.

Wigkszos¢ tradycyjnych podrecznikow logiki najezona jest technicznymi terminami,
sucho brzmiacymi definicjami i twierdzeniami oraz skomplikowanymi wzorami. Brakuje im
natomiast przyktaddw ilustrujacych zawarty materiat teoretyczny i wyjasniajacych bardziej
ztozone zagadnienia w sposob zrozumiaty dla 0s6b uwazajacych sie za ,,humanistdw”, a nie
»Scistowcow”. Sytuacja ta sprawia, ze po zapoznaniu si¢ z trescia takiego podrecznika lub po
wystuchaniu wykladu opracowanego na jego podstawie, adept logiki ma trudnosci z
rozwigzaniem nawet bardzo prostych zdan umieszczanych na koncach rozdziatow lub w
specjalnych zbiorach ¢wiczen z logiki. Taki stan rzeczy przyprawia o mdtosci i bol gtowy
zarowno wielu wyktadowcow logiki zrozpaczonych rzekoma catkowita niezdolnoscia do
poprawnego myslenia okazywana przez ich studentow, jak i tych ostatnich, zmuszonych do
zaliczenia przedmiotu, z ktérego niemal nic nie rozumieja.

Doswiadczenie zdobyte przeze mnie podczas lat nauczania logiki na réznych kierunkach
uniwersyteckich wskazuje jednakze, iz najczesciej nieumiejetno$¢ rozwiazywania zadan z
logiki nie jest wynikiem jakichkolwiek brakéw umystowych studentéw ani nawet ich
lenistwa, ale po prostu przerazeniem wywolywanym przez gaszcz niezrozumiatych dla nich
wzordw, twierdzen i definicji. Panika ta widoczna jest szczegdllnie u oséb obdarzonych
bardziej humanistycznym typem umystowosci, alergicznie reagujacych na wszystko, co
kojarzy im si¢ z matematyka.

Mozna oczywiscie ubolewa¢ nad tym, ze tak wielu mtodych ludzi nie chce pokona¢ w
sobie uprzedzen do logiki i zmusza¢ ich ,dla ich dobra” do przyswajania tej wiedzy w
tradycyjnej formie. Czy ma to jednak wigkszy sens? Da si¢ oczywiscie sprawic, ze uczen
poswigci tydzien czasu przed egzaminem (czesto wspomagajac si¢ przy tym réznego rodzaju

chemicznymi ,,$rodkami dopingujacymi’’) na pamieciowe wykucie Kilkudziesieciu twierdzen i



praw, a nastepnie nauczy si¢ ich mechanicznego stosowania. Nie zmieni to jednak faktu, iz
student taki w dalszym ciagu nie bedzie rozumiat istoty tego, co robi, ani jaki jest wiasciwie
cel wykonywanych przez niego operacji.

Zyjemy obecnie w czasach, w ktdrych liczy sie¢ przede wszystkim szybkosé i
skutecznos¢ dziatania. Wigkszos¢ ludzi nie ma czasu na zgigbiane teoretycznych podstaw
jakiej$ dziedziny — interesuja ich przede wszystkim praktyczne umiejetnosci, sposob w jaki
teoria przejawia si¢ w praktyce. Przyktadowo uzytkownik komputera nie musi zna¢ zasad
jego budowy ani jezykow pisania programéw. Wystarczy mu, ze potrafi kopiowaé pliki na
dyskietke, wiaczy¢ kilka ulubionych programéw, wie, co zrobi¢, gdy komputer sie¢ zawiesi, a
w razie wiekszych komplikacji ma telefon do kogos, kto zna si¢ na tym lepiej. Réwniez uczac
si¢ obstugi potrzebnych programow, przecigtny cziowiek nie musi korzysta¢ ze
specjalistycznych ksiazek dla informatykow wyjasniajacych wszelkie mozliwe szczegoéty
techniczne. Wystarczy, ze siggnie on do popularnego podrgcznika z serii ,,dla opornych”,
Ksiazki takie wiele spraw znacznie upraszczaja, wiele trudnych probleméw pomijaja,
ograniczajac si¢ do tego, co najwazniejsze. Jezeli jednak cos mozna utatwi¢, przedstawi¢ w
sposob zrozumiaty, nawet kosztem pewnej trywializacji, to dlaczego tego nie zrobi¢? Nie
wszystko co wazne, musi by¢ od razu trudne i opisane technicznym jezykiem.

Z podobnym nastawieniem pisana jest niniejsza ksiazka. Wiele spraw jest w niej
uproszczonych. Staratem si¢ postugiwac zrozumiatym jezykiem, unikajac gdzie tylko si¢ da
technicznego zargonu. Moze to sprawi¢, ze przedstawiona w ten sposéb logika wyda sie
komus$ nadmiernie sptycona. By¢ moze jest tak faktycznie, jednak, podkreslam to raz jeszcze,
celem tego podrecznika nie jest systematyczny wyktad logiki, ale przede wszystkim pomoc w
opanowaniu tego przedmiotu dla tych, ktérym wydaje si¢ on niemal catkowicie
niezrozumiaty. Gdy stwierdza oni, ze logika nie jest wcale tak trudna, jak im si¢ to
poczatkowo wydawato, siggna oni by¢ moze po podrecznik giebiej traktujacy temat.

Jednoczesnie ksiazka ta moze sta¢ si¢ zacheta do zainteresowania si¢ logika przez
osoby, ktore nigdy si¢ z tym przedmiotem nie zetknety. Korzystajac z zawartych tu
przyktadow, czytajac odpowiedzi na pytania zwykle zadawane przez poczatkujacych, widzac
czesto popelniane biedy, moga one przyswoi¢ sobie podstawy logiki samodzielnie, bez
pomocy nauczyciela.

Semestralny kurs logiki na wielu uniwersyteckich kierunkach trwa zwykle 60 godzin
lekcyjnych. Jednakze zdarzaja sie kursy ograniczone do 30, 15, a nawet 10 godzin. W takim
czasie doprawdy trudno jest nauczy¢ kogos logiki. Mozna co najwyzej pokazac zarys tego
przedmiotu. Studentom uczestniczacym w takich, z réznych wzgledéw skréconych, kursach,



niniejsza ksiazka powinna przynies¢ szczegblne korzysci. Moze ona im poméc w
zrozumieniu tego, na wyjasnienie czego nie starczyto czasu na wyktadach lub ¢wiczeniach, a
jednoczesnie pokaza¢, jak nalezy rozwiazywaé zadania spotykane czesto na egzaminach i

kolokwiach.

Jak korzysta¢ z ksiazki?

Celem tego podrecznika jest przede wszystkim wyrobienie u Ciebie, drogi Czytelniku,
umiejetnosci  rozwiazywania zadan spotykanych w standardowych podrecznikach do logiki.
Najczesciej jednak rozwiazania przykladow wymagaja pewnej podstawy teoretycznej.
Potrzebna teoria, w formie bardzo okrojonej i uproszczonej, wprowadzana jest zwykle w
poczatkowych partiach kazdego rozdziatu. Poniewaz, z uwagi na te skrotowosé, nie wszystko
w czesci teoretycznej moze wydaé¢ Ci si¢ od razu zrozumiate, proponuj¢ przeczytanie tych
paragrafow dwa razy: na poczatku dla zapoznania si¢ z podstawowymi pojeciami, a nastepnie
po przerobieniu czesci praktycznej, w celu doktadniejszego zrozumienia i utrwalenia sobie
przerobionego materiatu. Jestem przekonany, ze po takim powtérnym przeczytaniu
fragmentdw teorii w pelni jasne stana si¢ sprawy, ktdre poczatkowo wydawaty si¢ nie do
konca klarowne.

W czesci teoretycznej przedstawiane sa tylko konieczne podstawy — tyle, aby mozna
bylo przystapi¢ do rozwiazywania pierwszych zadan. Wiele dalszych probleméw
omawianych jest p6zniej — gdy pojawiaja si¢ przy okazji praktycznych zadan. Rozwiazujac te
zadania, zapoznajesz sig, niejako mimochodem, z kolejnymi elementami teorii. Niektore
wiadomosci teoretyczne zawarte sa rowniez w sekcjach ,,Uwaga na biedy” oraz ,,Czesto
zadawane pytania”. Zawarte w Kksiazce przyktady uszeregowane sa w kolejnosci od
najprostszych do coraz trudniejszych. Umiejetnosci nabyte przy rozwiazywaniu jednych
wykorzystywane sa czesto w kolejnych zadaniach. Dobrane sa one réwniez w taki sposob,
aby kazdy z nich wskazywat jakis inny problem techniczny lub teoretyczny.

Jesli chcesz nauczy¢ si¢ samodzielnego rozwiazywania zadan, nie powinienes
ogranicza¢ si¢ do sledzenia rozwiazan podanych przeze mnie krok po kroku. Doswiadczenie
wskazuje, ze w takim momencie wydaja si¢ one banalnie proste; problemy pojawiaja si¢
jednak, gdy podobne rozwiazanie trzeba przedstawi¢ samodzielnie. Dlatego po przerobieniu
kazdego dziatu sprobuj przepisac tres¢ przyktadow na osobna kartke, rozwiaz je samodzielne
i dopiero wtedy poréwnaj wynik z podrecznikiem. W wielu wypadkach zobaczysz wtedy, iz
nawet w pozornie prostych przyktadach bardzo tatwo popetni¢ biedy. Nie powinno to jednak



powodowa¢ u nikogo wigkszego niepokoju. Nic bowiem tak nie uczy, jak zrobienie biedu,
dostrzezenie go i nastepnie poprawienie. Tak wigc — w dtuzszej perspektywie — popetnianie
bteddw w poczatkowej fazie nauki jest nawet korzystne.

Z uwagi na to, ze ksiazka ta sklada si¢ przede wszystkim z przyktadéw, moze ona
postuzy¢ jako swojego rodzaju zbior zdan z logiki. Osoby lepiej znajace ten przedmiot nie
musza czyta¢ drobiazgowych omowien poszczegolnych ¢wiczen, i moga od razu przystapic¢
do ich samodzielnego rozwiazania. Objasnienia moga si¢ im przyda¢ w sytuacjach, gdyby
okazato sig, ze otrzymaty w ktéryms miejscu nieprawidtowy wynik.

W niektorych miejscach tekstu ttustym drukiem wyrdznione zostaty pojecia szczegdlne
istotne w nauce logiki. Znaczenie tych poje¢ powinienes sobie przyswoi¢ i dobrze
zapamigtac. Definicje tych wyrazen i czasem dotyczace ich wyjasnienia zawarte sa rowniez w

znajdujacym sie¢ na koncu ksiazki stowniczku.

LOGIKA JEST PRISTA

JAK  SPINACZ
BV ROHY . . .
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Rozdzial |
KLASYCZNY RACHUNEK ZDAN.

Klasyczny rachunek zdan (w skrocie KRZ) jest jednym z najprostszych systeméw logiki
formalnej. W praktyce moze on stuzy¢ do sprawdzania poprawnosci wnioskowan, czyli
takich proceséw myslowych, podczas ktorych na podstawie uznania za prawdziwe jednych
zdan (przestanek) dochodzimy do uznania kolejnego zdania (wniosku). Dzieki znajomosci
KRZ kazdy moze si¢ tatwo przekonaé¢, ze na przyktad z takich przestanek jak: Jesli na
imprezie by/ Zdzisiek i Wacek, to impreza si¢ nie udafa oraz Impreza udafa si¢ mozna
wywnioskowac¢ iz: Na imprezie nie by/o Zdziska lub Wacka. Postugujac si¢ metodami KRZ
mozna réwniez stwierdzi¢, iz nie rozumuje poprawne ten, kto z przestanek: Jesli Wacek
dostaZ wypfate to jest w barze lub u Zdziska oraz Wacek jest w barze dochodzi do konkluzji:

Wacek dostaZ wyp/ate.

1.1. SCHEMATY ZDAN.

1.1.1. LYK TEORII.

Pierwsza czynnoscia, jaka nalezy przeéwiczy¢
rozpoczynajac naukg klasycznego rachunku zdan, jest
budowanie logicznych schematow zdan. Budowanie takich
schematéw przyrowna¢ mozna do przektadu wyrazen

»,hormalnego” jezyka, jakim ludzie postuguja si¢ na co

dzien, na jezyk logiki, w ktérym logicy sprawdzaja

poprawno$¢ danego rozumowania.

LYK TEO @)

Termin ,,zdanie” oznacza w logice tylko i wytacznie
zdanie oznajmujace i schematy tylko takich zdan bedziemy budowaé. Schematy pokazuja
nam potozenie w zdaniach jezyka naturalnego zwrotéw szczegdlnie istotnych z punktu
widzenia logiki — niektorych z tak zwanych statych logicznych: nieprawda ze, i, lub, jesli...
to, wtedy i tylko wtedy. Zwroty te nosza w logice nazwy negacji, koniunkcji, alternatywy,
implikacji oraz réwnowaznosci i beda w schematach zastgpowane odpowiednimi
symbolami: ~ (negacja), A (koniunkcja), v (alternatywa), — (implikacja), = (rownowaznosc).

Wymienione zwroty sa (przynajmniej w takich znaczeniach, w jakich przyjmuje je logika)



spojnikami taczacymi zdania, dlatego nazywamy je spdjnikami logicznymi. Zdania proste,
taczone przez spdjniki logiczne zastepowac bedziemy w schematach literami: p, g, r, s, t... itd.
Litery p, ¢, r... nazywamy zmiennymi zdaniowymi (poniewaz zastepuja zdania jezyka
naturalnego). Do budowy schematow bedziemy tez czesto uzywali nawiasow, ktore petnia
role podobna do znakéw przestankowych w pismie — pokazuja jak schemat nalezy odczytac,
ktore jego czesci Wiaza Si¢ ze soba scislej, a ktore luzniej. Rola nawiasOw stanie si¢ jasniejsza
po przerobieniu Kkilku zadan praktycznych. Przyktadowe schematy logiczne zdan moga
wyglada¢ nastepujaco: p—>q, ~(pAQ), pv(r—>~93), [p=(@—>N]A (s> 2).

Zdania wiazane przez spojniki logiczne nazywamy czlonami tych spojnikow. Cztony
rownowaznosci niektérzy nazywaja stronami réwnowaznosci, natomiast zdania wiazane
przez implikacje okreslamy najczesciej mianem poprzednika i nastepnika implikacji. Jak
tatwo si¢ domysle¢, poprzednik to zdanie znajdujace sie przez ,strzatka” implikacji, a

nastepnik — zdanie po niej.

% Uwaga na btedy!

Czestym btedem popetnianym przez studentéw jest nazywanie poprzednikiem i
nastepnikiem zdan taczonych przez spdjniki inne niz implikacja. Powtorzmy wiec

jeszcze raz: poprzednik i nastepnik wystepuja wytacznie przy implikacii.

Il Do WIECZORA NIE WYTRZEZWIEIE,
TO ZACZNIEMY IMPREZE BEZ NEED

Co T ——H]

POPR2EDNIK IMPIN\KACUA NAévC?NIK

Mianem negacji, koniunkcji, alternatywy, implikacji oraz rbwnowaznosci okresla si¢ w
logice nie tylko spdjniki, ale rowniez cate zdania przy ich pomocy tworzone. Na przyktad

wyrazenie Jesli Agnieszka zobaczy Ryszarda w tym stanie, to bedzie rozczarowana nazywamy



zdaniem implikacyjnym lub po prostu implikacja; zdanie Ryszard wykaza? si¢ duzym sprytem

lub po prostu dopisa/o mu szczescie nazywamy alternatywa, itd.

Wigkszos¢ spdjnikéw (poza negacja) to tak zwane spojniki dwuargumentowe, co
oznacza, ze tacza one dwa zdania. Niekoniecznie musza by¢ to jednak zdania proste, réwnie
dobrze moga by¢ to ujete w nawiasy ztozone wyrazenia. Na przyktad w schemacie p v q
cztonami alternatywy sa zdania proste oznaczane przez p i q. Jednakze cztonami koniunkcji w
wyrazeniu (p — q) A (r v S) sa juz wzigte w nawiasy zdania ztozone: (p — q) oraz (r v s).
Stronami réwnowaznosci w kolejnym schemacie sa jeszcze diuzsze zdania (ujete w nawias
klamrowy i kwadratowy) {[p v (q > ~ 1] As}=[t > (W A 2)]

Wyrazenia taczone przez spojniki dwuargumentowe wystepuja zawsze po obu stronach

spojnika. Tak wiec prawidtowe sa zapisy: p — g, p A (q v r), natomiast nieprawidtowe:

—>pag, p@vrna

% Uwaga na btedy!

W prawidtowo zapisanych schematach nie moze nigdy zdarzy¢ sie tak, aby
wystepowaty obok siebie dwie zmienne zdaniowe nie oddzielone spojnikiem (np.
p—q r), lub dwa spojniki dwuargumentowe (czyli wszystkie oprdcz negacji) nie

oddzielone zmienng (np. p vA Q)

Negacja jest tak zwanym spojnikiem jednoargumentowym, co 0znacza, ze nie taczy ona
dwoch zdan, lecz wiaze si¢ tylko z jednym. Podobnie jak w przypadku innych spojnikdw nie
musi by¢ to zdanie proste, ale moze by¢ ujeta w nawias wigksza catos¢. W schemacie ~ p
negacja odnosi si¢ do prostego zdania p, jednakze w ~ [(p — Q) A r], neguje ona cate
wyrazenie ujete w nawias kwadratowy.

Spajnik negacji zapisujemy zawsze przed wyrazeniem, do ktdrego negacja si¢ odnosi.
Prawidlowy jest zatem zapis ~ p, natomiast btedny p ~.



DO ZAPAMIETANIA:

Ponizsza tabelka pokazuje podstawowe znaczenia spojnikow logicznych

oraz prawidtowy sposdb, w jaki wystepuja one w schematach.

Nazwa spdjnika | Symbol | Podstawowy odpowiednik Przyktadowe zastosowanie
W jezyku naturalnym

Negacja ~ nieprawda, ze ~p ~(pvaQ)

Koniunkcja A [ PAQ pAa(~q=r)

Alternatywa v lub pvq Pp—>q v(ra~s)

Implikacja — |Jesli... to p—>q |(pvg)—o-~r

Rownowaznosé¢ = wtedy i tylko wtedy p=q (A~ =(~r—>~59)

1.1.2. PRAKTYKA: BUDOWANIE SCHEMATOW ZDAN JEZYKA
NATURALNEGO.

Jak juz wiemy z teorii, schemat ma za zadanie pokaza¢ potozenie w zdaniu spojnikow

logicznych. Dlatego pisanie schematu dobrze jest rozpocza¢ od wytropienia w zdaniu

zwrotéw odpowiadajacych poszczegdlnym spdjnikom — nieprawda ze, i, lub, jesli... to, wtedy

i tylko wtedy. Dla utatwienia sobie dalszej pracy symbole spdjnikow mozna wtedy zapisaé

nad tymi zwrotami. Cata reszt¢ badanego wyrazenia stanowi¢ beda taczone przez spéjniki

zdania proste, ktére bedziemy zastepowali przez zmienne zdaniowe. Symbole tych zmiennych

rowniez mozemy dla utatwienia zapisa¢ nad ich odpowiednikami.

Przyklad:

p

A

A q

A~

' i N . s ™
Zygfryd czysci rewolwer i obmysla plan zemsty.

W zdaniu tym znajdujemy jedno wyrazenie odpowiadajace spojnikowi logicznemu — i,

oraz dwa zdania proste — Zygfryd czysci rewolwer oraz (Zygfryd) obmysla plan zemsty. W

tym momencie z tatwoscia mozemy juz zapisa¢ wiasciwy schemat catego zdania: p A Q.




Niektorzy wyktadowcy moga wymagaé, aby po napisaniu schematu objasni¢ réwniez, co
0znaczaja poszczegblne zmienne zdaniowe.
W takim wypadku piszemy:

PACQ,
p — Zygfryd czysci rewolwer, g — Zygfryd obmysla plan zemsty.

Przyklad:
Y - q
A

A
~ —~

r N
Jesli Marian zostanie prezesem, to Leszek straci prace.
W przypadku implikacji, ktorej sktadniki ,jesli” oraz ,to” znajduja si¢ w roznych

miejscach zdania, strzatke piszemy zawsze nad to. Schemat powyzszego zdania to oczywiscie

pP—q
p — Marian zostanie prezesem, g — Leszek straci.

% Uwaga na btedy!

Piszac, co oznaczajg poszczegolne zmienne zdaniowe nie piszemy juz wyrazen,
ktore zastgpilismy spdjnikami. Czesto spotykanym btedem, w zadaniach takich jak
powyzej, jest napisanie, ze p oznacza zdanie jesli Marian zostanie prezesem.

Jednakze jesli zostato juz przeciez zastgpione symbolem ,—”.

Po nabraniu pewnej wprawy mozna zrezygnowa¢ z pisania symboli spojnikow i
zmiennych zdaniowych nad wyrazeniem, ktérego schemat budujemy. Jednakze trzeba wtedy
zachowac szczegdblna ostroznos¢ w przypadku dtuzszych zdan — tatwo jest bowiem ,,zgubi¢”

jakis spéjnik lub zmienna.

10



1.1.3. UTRUDNIENIA | PULAPKI.
Czy to jest zdanie?

Czesto zdania taczone przez spojniki wystepuja w ,,skréconej”

postaci.

Przyklad:

Wiesfaw zostanie ministrem kultury lub przemys?u ciezkiego.

W zdaniu tym wyrazenie ,,przemysfu ciezkiego”, to oczywiscie skrét zdania ,,Wiesfaw
zostanie ministrem przemysfu ciezkiego” i w taki sposob nalezy je traktowac. Tak wigc
poprawny schemat zdania wyglada:

pvq

p — Wiesfaw zostanie ministrem kultury, q — Wiesfaw zostanie ministrem przemys/u

ciegzkiego.

% Uwaga na btedy!

Napisanie, ze q oznacza ,przemystu ciezkiego”, albo ,przemyst ciezki’ to duzy
btad! Pamietamy, ze g to zmienna zdaniowa, a wiec zastepuje ona zdanie.

Wyrazania ,przemyst ciezki” lub ,przemystu ciezkiego” zdaniami oczywiscie nie sg.

Czy to jest spdjnik logiczny?

Wyrazenia odpowiadajace spojnikom logicznym moga wystepowaé w rdznej postaci.
Przyktadowo spojnik alternatywy standardowo uznawany za odpowiadajacy stowu lub moze
si¢ pojawi¢ np. jako albo, czy tez bgdz. Jeszcze gorzej jest z koniunkcja — moze si¢ ona
pojawi¢ w postaci m.in.: i, oraz, a takze, a, lecz, itd. Implikacji odpowiadaja zwroty jesli... to,
oile... to, gdyby..., to. Negacja to nieprawda ze, nie jest tak, ze, lub czesto po prostu samo nie.

Najmniejszy ktopot jest z rownowaznoscia — wtedy i tylko wtedy, ewentualnie zawsze i tylko
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wtedy. Zwroty te sa jednak rzadko spotykane — nie uzywa ich raczej nikt inny poza

matematykami i logikami.

Przyklad:

Zygmunt jest filozofem a Grzegorz biznesmenem.

pPAqQ

p — Zygmunt jest filozofem, q — Grzegorz jest biznesmenem.

Przyklad:

Jozef nie przyszed?/ na zebranie.
~Pp

p — Jozef przyszedt na zebranie.

Przyklad:

Albo Antoni jest slepy, albo zakochany.

pvq

p — Antoni jest slepy, g — Antoni jest zakochany.

Zauwazmy, ze pomimo dwukrotnego pojawienia si¢ stowa ,,albo” mamy tu do czynienia
tylko z jedna alternatywa. Zapis v p v q nie mogiby si¢ pojawi¢ — nie jest on poprawnym

wyrazeniem rachunku zdan.

DO ZAPAMIETANIA.
Ponizsza tabelka pomoze utrwali¢ sobie znaczenia i symbole

poszczegoblnych spdjnikow logicznych.

Nazwa spdjnika | Symbol | Podstawowy odpowiednik Inne odpowiedniki
Negacja ~ nieprawda, ze nie jest tak, ze; nie
Koniunkcja A [ oraz; a takze; lecz; a; ale
Alternatywa v lub albo... albo; badz
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Implikacja — |jesli... to.... gdyby.... to...; o ile... to...

Réwnowaznosé¢ = wtedy i tylko wtedy zawsze i tylko wtedy

To nie jest spojnik!
Bywa, ze w zdaniu pojawi si¢ wyrazenie pozornie odpowiadajace ktoéremus ze
spéjnikow logicznych, ale uzyte w innym znaczeniu (nie jako spéjnik zdaniowy). W takim

wypadku oczywiscie nie wolno go zastepowaé¢ symbolem spéjnika.

Przyklad:

Stefan i Krystyna sq maZzenstwem.

W zdaniu tym wystepuje wyrazenie i, ale nie taczy ono zdan. ,,Stefan” w tym wypadku
nie jest zdaniem, ani tez jego skrétem. Gdyby kto$ potraktowat ,,Stefan” jako skrét zdania,
otrzymatby bezsensowne wyrazenie: Stefan jest maZzesstwem. Tak wigc Stefan i Krystyna sq

ma/zenstwem to zdanie proste i jego schemat to tylko samo p.

Wiecej spojnikow.

Czesto w zdaniu wystepuje wigcej niz jeden spéjnik. W takim wypadku nalezy na ogot
skorzysta¢ z nawiasow. Nawiasy wskazuja, ktore zdania w sposob naturalny tacza si¢ ze soba
blizej, tworzac swego rodzaju catos¢. Jednoczesnie nawiasy pokazuja, ktory ze spdjnikdw
petni rolg tak zwanego spojnika gtéwnego, czyli tego, ktory niejako spina cate zdanie, taczy

ostatecznie wszystkie jego czesci. W kazdym zdaniu ztozonym musi by¢ taki spojnik.

Przyklad:

Jezeli przeczytam podrecznik lub bede chodzif na wyk/ady, to bez trudu zdam egzamin.

Prawidtowy schemat tego zdania to:

(pvag —r

Nawiasy pokazuja, ze zdania oznaczone zmiennymi p oraz ( tworza pewna catos¢ i
dopiero wzigte razem stanowia poprzednik implikacji. Implikacja peini w tym schemacie rolg
spdjnika gtdwnego — taczy ona wyrazenie w nawiasie oraz zmiennar.

Gdyby kto§ postawit nawiasy w zitym miejscu i gtdwnym spojnikiem uczynit
alternatywe, czyli schemat wygladatby: p v (@ — r), to bylby to schemat nastepujacego
zdania: Przeczytam podrecznik lub jesli bede chodziZ na wykZady, to bez trudu zdam egzamin,

a wiec innego, niz to, ktérego schemat mielismy napisac.
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Przyklad:

Nieprawda, ze jesli dopadne drania, to od razu sie z nim policze.

Prawidtowy schemat to: ~ (p — Q)

Nawiasy sa konieczne, aby pokaza¢, iz negacja jest tu spojnikiem gtéwnym i odnosi si¢
do catej implikacji jesli dopadne drania, to od razu sie z nim policze. Pozostawienie schematu
bez nawiasow: ~ p — ¢, wskazywato by, ze negacja odnosi si¢ tylko do prostego zdania p
(gtéwnym spdjnikiem stataby sie wtedy implikacja), a wigc bytby to schemat zdania jesli nie

dopadne drania, to od razu sie z nim policze.

Przyklad:

Jezeli skoricze studia to albo wyjade za granice, albo zostane bezrobotnym.

Schemat tego zdania to: p — (q v r)

Tres¢ tego zdania wyraznie wskazuje, ze gtdwnym spdjnikiem jest w nim implikacja.
Alternatywa zostata oddana przy pomocy zwrotu ,,albo...albo”.

Zauwazmy, ze gdyby zostato uzyte stowo ,,lub”, mogtyby powsta¢ watpliwosci, jaki
spéjnik petni role gtdwnego; wypowiadajac zdanie Jezeli skornicze studia to wyjade za granice
lub zostane bezrobotnym kto§ mogt mie¢ bowiem na mysli alternatywe: istnieja dwie
mozliwosci (1) wyjazdu za granice w przypadku ukonczenia studiow lub (2) zostania

bezrobotnym (w domysle — w przypadku nie ukonczenia studiow). Wtedy schemat

wygladatby (p — q) v r.

Uwaga na btedy!

Schemat w ktérym nawiasy nie wskazujg jednoznacznie gtbwnego spdjnika, jest
wieloznaczny (dopuszcza rézne mozliwosci interpretacji). Takie wieloznaczne
wyrazenia (np. p — q v r lub p A @ — r) noszg nazwe amfibolii. Napisanie schematu

bedacego amfibolig traktowane jest jako biad.
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UWAGA!

Autorzy niektérych podrecznikow wprowadzaja rézne konwencje pozwalajace pomijac
nawiasy. Zasady te stwierdzaja na przykiad, ze zasieg implikacji jest wigkszy od zasiegu
koniunkcji, a wigc schemat p — g A r nalezy domyslinie potraktowac, tak jakby wygladat on
p— (g A r). Poniewaz jednak nie wszyscy takie konwencje stosuja, nie bedziemy ich tu
wprowadza¢. Jedynym wyjatkiem jest stosowana dotad bez wyjasnienia, jednakze intuicyjnie
oczywista zasada dotyczaca negacji, méwiaca ze jesli nie ma nawiasow, to negacja odnosi si¢
tylko do zmiennej, przed ktora si¢ znajduje. Na przyktad w wyrazeniu ~ p v g zanegowane
jest tylko zdanie p; nie ma zatem potrzeby zapisywania schematu w formie: ~ (p) v q, cho¢

nie bytoby to biedem.

Gdzie da¢ ten nawias?
Czasami moga powstaé¢ watpliwosci, gdzie nalezy postawi¢ nawias, nawet gdy zdanie,

ktdrego schemat piszemy, na pewno nie jest amfibolia.

Przyklad:

Jezeli spotkam Wojtka, to o ile nie bedzie zbyt pdzno, to skoczymy na mafe piwo.

W powyzszym zdaniu mamy dwie implikacje (oddane przez ,jezeli” oraz ,,0 ile”),
taczace trzy zdania (w tym jedno zanegowane): p — ~ g — r. W schemacie takim musimy
jednak przy pomocy nawiasow okresli¢, ktora z implikacji stanowi gtéwny spojnik zdania —
czy schemat ma wyglada¢: (p - ~q) > r, czy tez p — (~ g — r). Aby ten problem rozwiazaé¢
przyjrzyjmy si¢ blizej naszemu zdaniu — méwi ono, co si¢ wydarzy, jesli ,,spotkam Wojtka”, a
wiec poprzednikiem gtdéwnej implikacji jest zdanie proste. Natomiast nastepnikiem
sformutowanego w tym zdaniu warunku jest pewna implikacja ,,0 ile nie bedzie zbyt pézno,
skoczymy na mafe piwo”. Tak wigc mamy do czynienia z implikacja prowadzaca od zdania
prostego do kolejnej implikacji, czyli prawidtowy jest schemat:

p—>(q-r)

To, ze ten wlasnie schemat jest wiasciwy, nie dla wszystkich moze od razu by¢ jasne.
Jesli ktos nie jest o tym przekonany, niech sprébuje wypowiedzie¢ zdanie oparte na
schemacie (p — ~ q) — r, wstawiajac odpowiednie zdania proste za zmienne. Wysztoby
wtedy cos w rodzaju: ,jezeli jesli spotkam Wojtka to nie bedzie zbyt pozno, to skoczymy na

mafe piwo”.
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Wigcej nawiasow.
Czasem w zdaniu musi wystepowaé wieksza ilos¢ nawiasow. Wskazuja one niejako

hierarchig wyrazen.

Przyklad:

Nie jest prawdg, ze jesli skorncze studia i prestizowy kurs jezykowy to znajde dobrze
pfatng prace.

Poprawny schemat tego zdania to: ~ [(p A Q) — 1]

Nawias kwadratowy wskazuje, ze negacja odnosi si¢ do catego zdania ztozonego i petni
role spdjnika gtdwnego. Natomiast nawias okraglty pokazuje, iz zdania p oraz q dopiero

wziete razem stanowia poprzednik implikacji.

?ﬂ% Uwaga na biedy!

Pominiecie w powyzszym przyktadzie nawiasu kwadratowego: ~ (p A Q) —>
sprawitoby, ze negacja odnositaby sie jedynie do wyrazenia (p A Q); zdanie, z
implikacjg jako gtownym spdjnikiem, musiatoby brzmie¢ wtedy: Jezeli nie ukoricze
studiow i prestizowego kursu jezykowego, to znajde dobrze pfatng prace. Natomiast
pominiecie nawiasu okragtego: ~ [p A g — r] sprawitoby, ze wyrazenie w nawiasie

kwadratowym statoby sie amfibolia.

Przyklad:

Jezeli wybory wygra lewica to znéw wzrosng podatki i spadnie tempo rozwoju
gospodarczego, ale jesli wygra prawica lub tak zwana centroprawica, to powstanie bardzo
staby rzqd i albo bedziemy przez cztery lata swiadkami gorszgcych skandali, albo za rok bedg
nowe wybory.

Schemat tego zdaniato: [p > (QAN]A{(svt) > [uAa (Wv2)]}

Gltownym spdjnikiem zdania jest koniunkcja oddana przy pomocy stowa ,ale”.

Napisanie schematu pierwszego cztonu koniunkcji nie powinno sprawi¢ nikomu wigkszych
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trudnosci. Wigkszej uwagi wymaga schemat wyrazenia ujgtego w nawias klamrowy.
Gléwnym spojnikiem tej czesci jest implikacja — zdanie to mowi bowiem, co sie wydarzy
jesli nastapi warunek ujety symbolicznie jako s v t. Gdy si¢ to stanie, to po pierwsze
bedziemy mieli do czynienia z sytuacja opisana przez zdanie u, a po drugie z alternatywa w v
z. Zaréwno u, jak i (w v z) sa wigc, wzigte razem, nastepnikiem gtownej implikacji.

Gdyby ktos, btednie, napisat schemat czesci w nawiasie klamrowym w sposéb: {[(s v t)
— u] A (wv 2)}, wskazywato by to, ze nastepnikiem implikacji jest tylko zdanie u, natomiast
alternatywa w v z, stanowi osobna catos¢, niezalezna od warunku s v t. Analizowane zdanie

stwierdza jednak cos innego.

To samo zdanie — ta sama zmienna.
Czasem pewne zdanie proste pojawia si¢ w kilkakrotnie w réznych miejscach zdania

ztozonego. W takich wypadkach nalezy wszedzie to zdanie zastapic¢ te sama zmienna.

Przyklad:

Jesli Tadeusz zdgqzy na autobus, to przyjdzie, lub gdyby nie zdgzy/ na autobus, to
przefozymy nasze spotkanie.

P—>av(=p—>r)

p — Tadeusz zdazy na autobus, g — Tadeusz przyjdzie, r — przetozymy nasze spotkanie.

Nastepnik przed poprzednikiem?
Czasami, na przyktad ze wzgleddw stylistycznych, w zdaniu jezyka naturalnego
majacego posta¢ implikacji nastepnik wystepuje przed poprzednikiem implikacji. Przy

pisaniu schematu nalezy te kolejnos¢ odwracic.

Przyklad:

Populski przegra wybory, jesli bedzie uczciwy wobec konkurentdw i nie bedzie obiecywat
gruszek na wierzbie.

Wprawdzie w zdaniu tym Populski przegra wybory pojawia si¢ ha samym poczatku, jest
to jednak ewidentnie nastepnik implikacji. Prawidtowy schemat zatem wyglada nastepujaco:

(PA~q)—>r

p — Populski bedzie uczciwy wobec konkurentow, q — Populski bedzie obiecywat gruszki

na wierzbie, r — Populski przegra wybory.
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Poniewaz w implikacji w powyzszym przyktadzie nie wystepuje stowo ,,to”, dodatkowa
trudnos¢ moze zrodzi¢ kwestia postawienia strzatki w odpowiednim miejscu nad zdaniem —
jesli ktos koniecznie chce to zrobi¢. W takim wypadku najlepiej postawi¢ ja po zakonczeniu
catego zdania lub przed jego rozpoczeciem. Mozna tez, przed napisaniem schematu,
przeformutowac¢ zdanie, tak aby poprzednik i nastgpnik znalazty si¢ na wiasciwych
miejscach: Jezeli Populski bedzie uczciwy wobec konkurentow i nie bedzie obiecywaZ gruszek

na wierzbie, to przegra wybory.

Warto zapamietaé!
Watpliwosci, co w danym przypadku jest poprzednikiem a co

nastepnikiem, rozwia¢c moze uzyteczna wskazowka, ze poprzednikiem jest

kazdorazowo to, co znajduje si¢ bezposrednio po stowie ,jesli”” (jezeli, o ile,

gdy itp.). Nastgpnik natomiast moze znajdowaé si¢ albo po poprzedniku

1.1.4. CZESTO ZADAWANE PYTANIA.
Czy pojedynczy symbol zmiennej zdaniowej, na przykiad
samo p, to juz jest schemat zdania?

Tak, schemat nie musi koniecznie zawiera¢ spojnikow

logicznych. Jezeli w zdaniu nie ma wyrazen odpowiadajacych

spdjnikom, to schemat takiego zdania sktada si¢ tylko z jednej zmiennej.

Czy zmienne w schemacie zdania muszgq wystepowaé w kolejnosci p, q, r, s, t... itd.?
Nie, nie jest to konieczne. Wprawdzie przyjeto si¢ jako pierwsza zmienna obiera¢ p, a
potem q, ale nie jest btedem rozpoczecie schematu na przyktad od r. Jest to co najwyzej mniej

eleganckie rozwiazanie.

Czy w kazdym schemacie musi byé spojnik gidwny?
Tak, jesli oczywiscie schemat nie sktada si¢ jedynie z pojedynczej zmiennej. Schemat w
ktorym nawiasy nie pokazuja, ktory ze spojnikdw jest gtowny, jest nieprawidtowy, poniewaz

nie wiadomo, jak go nalezy odczyta¢. Przyktadowo p A g — r mozna by odczyta¢ p i jesli g to
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r (gdyby gtownym spdjnikiem byta koniunkcja) albo tez jesli p i q to r (gdyby gtéwnym
spojnikiem miata by¢ implikacja).

Co wigcej, jesli mamy do czynienia ze formuta o znacznym stopniu ztozonosci, swoje
spojniki gtdwne musza posiada¢ wszystkie ujete w nawiasy zdania sktadowe. Na przyktad w
schemacie {[p — (Q A 1] v s} =~ [(s v t) A Z] gtdbwnym spdjnikiem jest rownowaznosg;
Kolejne miejsce w hierarchii spojnikéw zajmuja alternatywa (gtéwny spéjnik lewej strony
rownowaznosci) oraz negacja (gtowny spojnik prawej strony réwnowaznosci). Nastepnie
gtéwnym spojnikiem wyrazenia w kwadratowym nawiasie z lewej strony jest implikacja, a w
zanegowanym wyrazeniu w kwadratowym nawiasie z prawej strony — koniunkcja. Pominigcie

ktoregokolwiek z nawiaséw uniemozliwitoby okreslenie tych spojnikow.

Czy da sie napisac¢ schemat kazdego zdania?

Tak, jesli oczywiscie jest to zdanie oznajmujace (bo tylko takie interesuja nas w logice).
Nalezy jednak pamigta¢, ze jesli w zdaniu nie ma wyrazen odpowiadajacych spdjnikom
logicznym, to schematem tego zdanie bedzie tylko ,,p”, cho¢by zdanie byto bardzo dtugie.

Czy bledem jest ,,uproszczenie” sobie schematu poprzez pominiecie jakiegos spojnika?
Na przykfad zapisanie schematu zdania ,,Jesli spotkam Wojtka lub Mateusza, to péjdziemy
na piwo”, jako p — q, gdzie p zostanie potraktowane jako ,,spotkam Wojtka lub Mateusza”,
zamiast (p vq) = r?

Nie jest to btad w scistym tego stowa znaczeniu. Czasem faktycznie, z roznych
wzgledow, pisze sie takie uproszczone schematy. Tym niemniej na og6t, gdy w zadaniu
nalezy napisa¢ schemat zdania, rozumiany jest pod tym pojeciem tak zwany schemat gtéwny,
czyli zawierajacy wszystkie spojniki mozliwe do wyrdznienia w zdaniu. Tak wiec zapisanie

schematu uproszczonego moze zostac¢ potraktowane jako btad.
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1.2. TABELKI ZERO-JEDYNKOWE I ICH

ZASTOSOWANIE.
1.2.1. LYK TEORILI.

Tak zwane tabelki zero-jedynkowe stuza do okreslania
prawdziwosci lub fatszywosci zdan zawierajacych spojniki
logiczne. Prawde lub falsz nazywamy wartoscia logiczna
zdania. W notacji logicznej symbol 0 oznacza zdanie

falszywe, natomiast 1 zdanie prawdziwe. Wartos¢ logiczna

zdania prostego zapisujemy zwykle pod (lub nad)

odpowiadajaca mu zmienna, wartos¢ logiczna zdania

LYK TEO @1\

ztozonego zapisujemy pod gtéwnym spdjnikiem tego zdania.

Negacja

1
0|1

Tabelka dla negacji ukazuje dos¢ oczywista prawidtowosé, ze negacja zmienia wartosé¢
logiczna zdania.

Gdy wezmiemy dowolne zdanie fatszywe (oznaczone - 0) i nastepnie zanegujemy je, to
otrzymamy zdanie prawdziwe (oznaczone 1). Na przykiad: Gdansk jest stolica Polski — falsz,
Gdarisk nie jest stolicg Polski — prawda. Natomiast poprzedzenie negacja zdania prawdziwego
czyni z niego zdanie falszywe. Na przyktad: Krakéw lezy nad Wistq — prawda, Krakdw nie

)o

lezy nad Wisiq — falsz.

Koniunkcja
z o~
Pl Al Aq 4 f
0/0]|O0 A
0]0]|1
11010 KON UNKC IA
1 1 1 Jestem az w trzech przypadkach fatszywa.
Dopiero, gdy oba czlony sg prawdziwe,
staje si¢ prawdziwa.
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Tabelka dla koniunkcji pokazuje, ze gdy przynajmniej jeden z cztonéw tworzacych
koniunkcje jest falszywy, to cate zdanie ztozone tez jest falszywe. Aby zdanie byto
prawdziwe, prawdziwe musza by¢ oba cztony koniunkcji.

Przyktadowo, gdy ktos stwierdza: W tym roku byZem w Afryce i Australii, a my skadinad
wiemy, ze nie byt on ani w Afryce, ani w Australii (oba cztony koniunkcji fatszywe —
pierwszy rzad w tabeli), to oczywiscie cata wypowiedz nalezy uzna¢ za fatszywa. Podobnie,
gdyby okazato sie, ze wypowiadajacy zdanie byt tylko w jednym z wymienionych miejsc
(drugi i trzeci rzad w tabeli — jeden czton koniunkcji prawdziwy, a drugi falszywy), to cata
wypowiedz w dalszym ciagu pozostaje fatszywa. Dopiero w przypadku prawdziwosci obu

cztondw koniunkcji (ostatni wiersz tabeli) cate zdanie ztozone nalezy uzna¢ za prawdziwe.

Alternatywa
p q /

0
0
1
1

Rl R Rk o <

0
1
0
1

ALTERNAT Y WA

Jestem prawdziwa az w trzech przypadkach!
Dopiero, gdy oba czlony sa fatszywe, staje sie fatszywa.

Tabelka dla alternatywy pokazuje, iz jest ona zdaniem fatszywym tylko w jednym
przypadku — gdy oba jej cziony sa falszywe. Gdy przynajmniej jeden czton jest zdaniem
prawdziwym — prawdziwa jest rowniez cata alternatywa.

Gdy w prognozie pogody styszymy, ze bedzie pada/ deszcz lub snieg, tymczasem
nastepnego dnia nie bedzie ani deszczu, ani sniegu (czyli oba cztony alternatywy okaza sie
zdaniami fatszywymi), to cata prognoze nalezy uznaé¢ za fatszywa. Gdy jednak spadnie sam
deszcz (pierwszy czton prawdziwy), sam $nieg (drugi czton prawdziwy), lub tez i $nieg i
deszcz (oba cztony alternatywy prawdziwe), zdanie mowiace ze bedzie pada/ deszcz lub snieg

okazuje si¢ prawdziwe.

Uwaga na marginesie.

Jezeli ktos ma watpliwosci co do ostatniego wiersza tabelki dla alternatywy, to sa to watpliwosci
catkowicie uzasadnione. Tabelka ta ilustruje bowiem tylko jedno ze znaczen, w jakim alternatywa jest uzywana.
Znaczenie to mozna opisa¢ zwrotem przynajmniej jedno z dwojga; czy tez jedno lub drugie lub oba naraz — jest
to tak zwana alternatywa nieroztaczna. W jezyku potocznym alternatywy uzywamy tez czesto w znaczeniu

dok/adnie jedno z dwojga; albo tylko jedno, albo tylko drugie (alternatywa roztaczna). W takim rozumieniu
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alternatywy w ostatnim wierszu tabelki powinno pojawi¢ sie zero. W niektorych systemach logicznych oba
znaczenia alternatywy sa starannie rozrdzniane (jest to szczegdlne istotne dla prawnikéw) i oddawane przy

pomocy réznych symboli (najczesciej L — dla alternatywy roztacznej).

Implikacja
P-4
0/1/0
0|11
11010 IMP Ll KA CTA
Jestem prawdziwa az w trzech przypadkach!
1 1 1 Staje sie fatszywa tylko wtedy, gdy poprzednik jest prawdziwy,
a nastepnik fatszywy.

Z tabelki dla implikacji mozemy dowiedziec sig, ze zdanie, ktérego gtdwnym spdjnikiem
jest jesli... to moze by¢ fatszywe tylko w jednym wypadku, mianowicie, gdy jego poprzednik
jest prawdziwy, natomiast nastepnik fatszywy.

Jako przyktadem ilustrujacym tabelke dla implikacji postuzymy si¢ zdaniem
wypowiedzianym przez ojca do dziecka: Jesli zdasz egzamin, to dostaniesz komputer. Gdy
nastepnie dziecko nie zdaje egzaminu i komputera nie dostaje (pierwszy wiersz tabeli —
poprzednik i nastepnik implikacji fatszywe) lub gdy zdaje egzamin i dostaje komputer (ostatni
wiersz tabeli — poprzednik i nastgpnik implikacji prawdziwe), to nie powinno by¢
watpliwosci, ze obietnica ojca okazata si¢ prawdziwa. Gdy natomiast dziecko zdaje egzamin,
a jednak komputera nie dostaje (trzeci wiersz tabeli — poprzednik implikacji prawdziwy, a
nastepnik fatszywy), nalezy wéowczas uznac, ze ojciec sktamat sktadajac swoja obietnice.

Pewne kontrowersje moze budzi¢ uznanie za prawdziwego zdania w przypadku, gdy
poprzednik implikacji jest fatszywy, natomiast nastepnik prawdziwy (drugi wiersz tabeli),
czyli w naszym przyktadzie, gdy dziecko wprawdzie nie zdato egzaminu, a mimo to dostato
komputer. Zauwazmy jednak, ze wbrew pozorom ojciec nie tamie wcale w takim przypadku
obietnicy dania komputera po zdanym egzaminie — nie powiedziat on bowiem, ze jest to
jedyny przypadek, gdy dziecko moze otrzyma¢ komputer. Powiedzenie, ze jesli zdasz
egzamin, to dostaniesz komputer, nie wyklucza wcale, ze dziecko moze réwniez dosta¢
komputer z innej okazji, na przyktad na urodziny.

Powyzsze wytlumaczenie drugiego wiersza tabelki dla implikacji moze si¢ wydawac
nieco naciagane, a jest tak dlatego, ze w jezyku potocznym czesto wypowiadamy zdania typu

jesli... to rozumiejac przez nie wtedy i tylko wtedy (ktorego to zwrotu nikt raczej nie uzywa).
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Jak za chwilg zobaczymy, tabelka dla rdwnowaznosci rozni sie¢ od tabelki implikacji tylko

tym jednym kontrowersyjnym przypadkiem.

Roéwnowaznosé
Pi=14
0(11]0
001
1,010
REW NO WA S0 e’
1 1 1 Jestem falszywa, gdy moje strony sg rézne.
Gdy strony sie zgadzaja, jestem prawdziwa.

Z uwagi na rzadkie wystepowanie w jezyku potocznym spéjnika wtedy i tylko wtedy
trudno jest wskazac¢ przyktady obrazujace prawomocnos¢ powyzszej tabelki.

Najtatwiejszym sposobem na zapamictanie tabelki dla réwnowaznosci wydaje sie
skojarzenie, ze aby rownowaznos¢ byta prawdziwa, obie jej strony musza by¢ ,,rownowazne”
sobie, to znaczy albo obie fatszywe (pierwszy wiersz tabeli), albo oba prawdziwe (ostatni
wiersz). Gdy natomiast strony réwnowaznosci posiadaja rozne wartosci logiczne (drugi i

trzeci wiersz tabeli), cata rownowaznos¢ jest fatszywa.

DO ZAPAMIETANIA:
Obecnie, dla utrwalenia, tabelki dla wszystkich spojnikow

dwuargumentowych przedstawimy w formie skréconej ,,sciagi”:

PA | AV || =
00 0|0 (1]1
01 0O|1;1/|0
10 |0 10O
11 1 (111

Znajomos¢ powyzszej tabelki jest konieczna do rozwiazywania zadan z zakresu
rachunku zdan. Najlepiej wigc od razu nauczyé¢ si¢ jej na pamigé. Wymaga to niestety
pewnego wysitku i czasu, ale bez tego rozwiazywanie dalszych przyktadéw bedzie

niemozliwe.
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1.2.2. PRAKTYKA: ZASTOSOWANIE TABELEK.

Dzieki poznanym tabelkom mozemy zawsze stwierdzi¢ czy prawdziwe, czy tez fatszywe
jest zdanie ztozone (niezaleznie od jego dtugosci), gdy tylko znamy wartosci logiczne
wchodzacych w jego sktad zdan prostych.

Przypomnijmy, ze wartos¢ logiczna catego zdania ztozonego bedzie zawsze
zobrazowana symbolem 0 lub 1 znajdujacym sie pod gtownym spdjnikiem zdania (czyli

spdjnikiem ostatecznie wiazacym wszystkie elementy zdania).

Przyklad:
Obliczymy wartos¢ logiczna zdania p — (g A r) przy zatozeniu, ze zmienne p i Q

reprezentuja zdanie prawdziwe, natomiast zmienna r — zdanie fatszywe, a wiec zachodzi

sytuacja:
p—>(@QAr)
1 1 0

Warto$¢ logiczna catego zdania reprezentowaé¢ bedzie symbol umieszczony pod
gtdwnym spdjnikiem schematu, a wiec pod implikacja. Aby okreslic wartos¢ implikacji
musimy zna¢ wartosc jej poprzednika i nastepnika. Poprzednikiem implikacji jest tu zdanie
proste p i jego wartos¢ mamy juz podana. Natomiast nastgpnikiem jest tu cate ujgte w nawias
wyrazenie (p A q), ktérego wartos¢ musimy dopiero obliczy¢. Robimy to korzystajac z tabelki
dla koniunkcji, a doktadniej jej wiersza méwiacego, ze gdy pierwszy czton koniunkcji jest

prawdziwy, a drugi fatszywy, to cata koniunkcja jest fatszywa. Mamy zatem sytuacje:

p—>@Qarn)
1 100

(symbole podkreslone pokazuja wartosci, z ktérych skorzystalismy do obliczen)

W tym momencie mozemy juz okresli¢ wartos¢ logiczna catego zdania, sprawdzajac w
tabelce jaka wartos¢ przyjmuje implikacja, ktorej poprzednik jest prawdziwy, a nastepnik
fatszywy.

p—>(qAar)
10 100

Ostatecznie widzimy, ze cale zdanie jest fatlszywe, poniewaz pod gtownym spdjnikiem

otrzymalismy wartosc¢ 0.
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?ﬂ% Uwaga na bledy!

Czestym btedem popetnianym przez poczatkujgcych jest niedostrzeganie, ze
zdanie wigzane przez spojnik jest ztozone (np. nastepnik implikacji w powyzszym
przyktadzie). Osoba popetniajgca taki btgd moze mysleé, ze ostateczny wynik nalezy
obliczy¢ biorgc pod uwage p jako poprzednik implikacji, a samo q jako jej nastepnik,
a wiec:

p—>(qAr)

11 100 ZLE

Nie wolno tak jednak postepowac¢ w zadnym wypadku, poniewaz nastepnikiem
implikacji jest cate wyrazenie ujete w nawiasie, ktérego warto$¢ znajduje sie pod jego

gtéwnym spdjnikiem, a wiec koniunkcja.

Przyklad:
Obliczymy teraz wartos¢ logiczna zdania (p — q) v ~ r, przy zatozeniach: p—-1,q-0, r
-0, awiec:

P—->qv-~r
1 0 0

W tym przypadku gtéwnym spdjnikiem jest alternatywa. Oba jej cztony stanowia zdania
ztozone (p — g oraz ~ r), ktérych wartosci nalezy obliczy¢ najpierw. Korzystamy do tego z

tabelek dla implikacji oraz dla negacji.

P—->q)v-~r
100 O

(P>0q)v~r
100 10

Gdy znamy wartosci logiczne obu cztonow alternatywy, mozemy obliczy¢ ostateczny
wynik. Czynimy to korzystajac z tabelki dla alternatywy i biorac pod uwage wartosci

otrzymane pod implikacja oraz negacja, czyli gtownymi spojnikami obu cztondw alternatywy.

P—>qv-~r
100 110
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Przyklad:
Obliczymy wartos¢ logiczna zdania: ~ (p A ) = (~ r — ~ S) przy zatozeniach: p-1, q -
0,r-1,s-0, awiec:

~(pAQ)=(~r—>~9)
1 0 1 0

Gtownym spdjnikiem jest tu oczywiscie rownowaznos¢. Obliczanie wartosci jej stron
rozpocza¢ musimy od obliczenia wartosci koniunkcji w pierwszym nawiasie oraz negacji

zdan prostych w drugim.

~(pAg)=(-r—>~9)
100 1 0

~PAg=(r—o-9)
100 01 10

Nastepnie mozemy okresli¢ warto$¢ implikacji w drugim nawiasie, biorac pod uwage
wartosci otrzymane pod negacja r oraz negacja S (poniewaz poprzednikiem i nastepnikiem
implikacji sa zdania ztozone ~r i ~ s):

~(pArg)=(~r—>~59)
100 011 10

W tym momencie nie mozemy jeszcze przystapi¢c do okreslenia wartosci logicznej
rownowaznosci, poniewaz nie zostata obliczona do konca wartos¢ jej lewej strony. Pierwszy
czton réwnowaznosci to bowiem nie sama koniunkcja (p A q), ale dopiero negacja tej
koniunkcji. Negacja jest tu gtownym spojnikiem (dopiero ona spina koniunkcje w catosc),
musimy wiec najpierw obliczy¢ wartosé negacji:

~(prg=(-r—->-s)
1100 011 10

Dopiero teraz mozemy okresli¢ wartosé¢ catego zdania:

~(pAg)=(~r—>~9)
1100101110

% Uwaga na btedy!

Jesli negacja znajduje sie przed nawiasem (jak w lewej stronie rownowaznosci w
przyktadzie powyzej), to odnosi sie ona do catego zdania w nawiasie, a nie tylko do

jego pierwszego cztonu. Aby poznaé wartosc tej negacji (a zarazem catego zdania,
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poniewaz negacja jest jego gtdbwnym spoéjnikiem) bierzemy pod uwage gtéwny
spéjnik wyrazenia w nawiasie, a wiec:

~ (P~ Q)
1100 DOBRZE

a nie;:

~(p~0q) ]
0100 ZLEIN

Przyklad:
Obliczymy wartos¢ formuty [(p =~ q) v ~ 1] A ~ (~ S > Zz) przy zatozeniu, ze zdania

reprezentowane przez wszystkie zmienne sa prawdziwe, a zatem:

[(P=~q)v~1Tr~(-5>2)
1 1 1 1 1

W schemacie powyzszym gtéwnym spojnikiem jest koniunkcja taczaca zdanie w
nawiasie kwadratowym z zanegowanym zdaniem w nawiasie okragtym. W pierwszym kroku
musimy obliczy¢ wartos¢ negacji zdan prostych:

[(P=~a)v~1Ir~(-5>2)
1 01 01 01 1

Teraz mozemy obliczy¢ wartos¢ logiczna rownowaznosci i implikacji w okragtych
nawiasach:

[(p=~q)v~1]Ar~(~5—>2)
1001 01 0111

W kolejnym kroku obliczamy wartosci logiczne alternatywy oraz negacji formuty w

drugim okragtym nawiasie:

[(P=~a)v-~1Ar~(~5>2)
1001001 00111

Poniewaz znamy juz wartosci cztondw gtéwnej koniunkcji, mozemy okresli¢ wartos¢

logiczna catego zdania:

[(P=~q)v~1Ir~(~5>2)
1001001000111
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1.3. TAUTOLOGIE | KONTRTAUTOLOGIE.

1.3.1. LYK TEORII.

éf ] Jak tatwo zauwazy¢, formuty moga okazywaé sig
~ ostatecznie schematami zdan prawdziwych lub fatszywych w
zaleznosci od tego, jaka wartos¢ przyjmuja zdania proste
/-\<‘ wchodzace w ich sktad. Przyktadowo, gdy w schemacie p —
~ ( za obie zmienne podstawimy zdania prawdziwe, cala
LYK TEO @ implikacja okaze si¢ fatszywa, gdy natomiast podstawimy za p

i g zdania fatszywe, implikacja bedzie prawdziwa.
Wsrod formut istnieja jednak tez takie, ktére daja zawsze taki sam wynik, bez wzgledu
na wartos¢ logiczna sktadajacych sie na nie zdan prostych. Schematy, ktére w kazdym
przypadku daja ostatecznie zdanie prawdziwe nazywamy tautologiami; schematy, ktore

generuja zawsze zdania fatszywe — kontrtautologiami.
1.3.2. PRAKTYKA: SPRAWDZANIE STATUSU FORMUL.

Przyklad:

Obliczymy wartosci logiczne formuty (p — q) — (~ p v q) przy wszystkich mozliwych
podstawieniach zdan prawdziwych i falszywych za zmienne zdaniowe. Poniewaz mamy dwie
zmienne, moga zajs¢ cztery sytuacije:

P—>q)—>(pva)

0 O 0 0
0 1 0 1
1 0 1 0
1 1 1 1

Po obliczeniu wartosci wyrazen w nawiasach, bedacych poprzednikiem i nastepnikiem
gtéwnej implikacji otrzymamy:

(P—>0a)—>(pva

010 1010
011 1011
100 0100
111 0111
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Ostateczny wynik w kazdym przypadku obliczamy nastgpujaco:

REZULTAT

FOZY Ty
UYOLQG.,S

|
\

TesTEM  aa

N
~—
N

(P—>a)—>(Cpvg _
0101 1010 o~
0111 1011 / |
1001 0100 L
1111 0111 -

TAUTOLO G A
Poniewaz niezaleznie od tego jak dobieralismy wartosci logiczne zmiennych

zdaniowych, otrzymalismy zawsze zdanie prawdziwe, badany schemat jest tautologia.

Przyklad:

Sprawdzimy wartosci logiczne formuty (p A ~ Q) A (p — q) przy wszystkich mozliwych
podstawieniach zdan prawdziwych i fatszywych za zmienne zdaniowe. Poniewaz jest to dos¢
prosty przykiad i jego rozwiazanie zapewne nie sprawi nikomu ktopotu, nie bedziemy jego
e i ™
e o

analizy przeprowadza¢ krok po kroku.

PAr~a)A(p—0)

00100010 =
00010011 N
11100 100 fore) )
10010 111 Y
o

KONTRTAUTO Lo & s

Badana formuta daje nam wylacznie zdania falszywe, niezaleznie jakie zdania

podstawimy w miejsce zmiennych. Jest to wiec kontrtautologia.

Przyklad:

Zbadamy obecnie w podobny sposob formute:

~p—>~qv(par~q)
10110 10010
10001 00001
01110 11110

1
01101 11001
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W badanej formule w zaleznosci od tego, jakie zdania podstawialismy za zmienne
otrzymujemy ostatecznie czasem zdanie prawdziwe, a czasem fatszywe. Formuta nie jest wiec

ani tautologia ani kontrtautologia.
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1.4. SKROCONA METODA ZEROJEDYNKOWA.

1.4.1. LYK TEORILI.

QC | Przedstawiona powyzej metoda badania statusu
N logicznego formuly (tego, czy jest ona tautologia,
kontrtautologia, czy tez ani tym, ani tym) nie jest ani

Y,\q najlepsza, ani jedyna. Pokazane przyktady miaty za zadanie
przede wszystkim usprawnienie umiejetnosci postugiwania

LYK TEO @ si¢ tabelkami zero-jedynkowymi i wyrobienie sobie ogdlnej
intuicji czym jest tautologia i kontrtautologia.

Poznana metoda badania formut, polegajaca na sprawdzaniu wszystkich mozliwych
podstawien zer i jedynek, jest jeszcze mozliwa do zaakceptowania w przypadku formut z
dwiema lub ewentualnie trzema zmiennymi zdaniowymi. W przypadku formut dtuzszych
staje si¢ na catkowicie niewydolna — na przyktad sprawdzenie statusu logicznego formuty
majacej cztery zmienne wymagatoby zbadania szesnastu mozliwosci. Mozna sobie wyobrazié¢
ile czasu by to zajeto i jak fatwo mozna by sie byto w trakcie tych obliczen pomyli¢.

Dlatego tez do badania formut wykorzystuje si¢ zwykle tak zwana skrocona metode
zero-jedynkowa (nazywana tez metoda nie wprost), ktéra pozwala na udzielenie odpowiedzi,
czy dana formuta jest tautologia lub kontrtautologia czesto juz po rozpatrzeniu jednego
przypadku.

Skroconej metodzie badania statusu logicznego formut poswiecimy znaczna ilos¢ czasu,
poniewaz omowimy przy tej okazji r6znego rodzaju problemy, jakie moga si¢ pojawi¢ przy
zastosowaniu tabelek zero-jedynkowych réwniez przy innych okazjach, na przyktad przy

sprawdzaniu poprawnosci wnioskowan.

Ogolna idea metody skroconej.

Wyobrazmy sobie, ze chcemy si¢ dowiedzie¢, czy formuta jest tautologia, na razie
jeszcze przy pomocy ,.zwyklej” metody polegajacej na badaniu wszystkim mozliwych
podstawien zer i jedynek. Co by mozna byto powiedzie¢, gdyby juz w pierwszym przypadku
pod gtdwnym spojnikiem badanego schematu pojawito sie zero? Oczywiscie wiedzielibysmy,
ze formuta na pewno juz nie jest tautologia, bo przeciez tautologia musi za kazdym razem

wygenerowac¢ zdanie prawdziwe. Wiedze te uzyskalibysmy juz po rozpatrzeniu jednego

31



przypadku, wigc nie byto by potrzeby rozwazania kolejnych. Moglibysmy udzieli¢ w 100%
pewnej odpowiedzi — badana formuta nie jest tautologia.

Na powyzszej obserwacji opiera si¢ wiasnie skrécona metoda zero-jedynkowa. Polega
ona bowiem na poszukiwaniu juz w pierwszym podejsciu takich podstawien zer i jedynek dla
zmiennych zdaniowych, aby wykluczy¢ mozliwos¢, ze formuta jest tautologia. Doktadniejszy

opis metody skréconej najlepiej przedstawic jest na przykitadzie.
1.4.2. PRAKTYKA: WYKORZYSTANIE METODY SKROCONE.J.

Przyklad:

Zbadamy przy pomocy metody skréconej, czy tautologia jest formuta (p — q) — (p v Q).

Gdybysmy chcieli juz w pierwszej linijce stwierdzi¢, ze formula nie jest tautologia,
musielibysmy znalez¢ takie podstawienia zmiennych, aby pod gtéwnym spéjnikiem pojawito
si¢ zero. Od tego wigc zaczniemy:

(p—>q)a>(pvq)

Wiemy zatem, ze w poszukiwanym przez nas przypadku O musiatoby pojawi¢ si¢ pod
spéjnikiem implikacji. Gdy spojrzymy teraz do tabelki dla implikacji, zobaczymy, ze moze
by¢ ona fatszywa tylko w jednym przypadku — mianowicie jej poprzednik musi by¢
prawdziwy, a nastepnik fatszywy. Aby wiec w naszym przyktadzie 0 mogto sie¢ pojawié tam,
gdzie je postawilismy, prawdziwa musiataby okaza¢ si¢ implikacja w pierwszym nawiasie, a
fatszywa alternatywa w drugim. Otrzymujemy wigc:

P—>a9)—>(@pPva
1 0 O

?ﬂ% Uwaga na biedy!

Niektérzy poczatkujacy adepci logiki widzgc w tabelce, ze aby implikacja byta
fatszywa, ,p” musi by¢ 1, a ,q” — 0, wpisujg jedynki pod wszelkimi mozliwymi

zmiennymi ,p” w formule, a zera pod wszystkimi ,.q", np.:

(P—>09) —>(va) ,
1 001 O ZLEN
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Jest to oczywiscie btad. Zmienne ,p” i ,q” z tabelki nalezy rozumie¢ umownie,
jako dowolny poprzednik i nastepnik implikacji. W naszym konkretnym przypadku
poprzednikiem nie jest pojedyncze zdanie p, ale cata implikacja p — ¢ (i to wtasnie
cata ta implikacja powinna posiada¢ wartos¢ 1), zas nastepnikiem nie proste zdanie

g, ale alternatywa p v q (i to ona musi by¢ fatszywa), a wiec:

(p—>a)—>(Pva)
1 0 O DOBRZE

W pierwszym nawiasie otrzymalismy jedynke przy implikacji. W tabelce dla tego
spdjnika widzimy, ze jedynka moze sie przy nim pojawi¢ w trzech réznych sytuacjach.
Poniewaz nie wiemy, ktory wariant wybra¢, zostawiamy na razie te implikacje i
przechodzimy do drugiego nawiasu. Mamy tu falszywa alternatywg. W tabelce dla
alternatywy widzimy, ze jest ona fatszywa tylko w jednym przypadku — gdy oba jej cztony sa
falszywe. Tu zatem nie mamy zadnego wyboru. Musimy wpisa¢ zera pod obydwiema
zmiennymi zdaniowymi:

(P—>0a)—>(pva)
1 0 000

W tym momencie dowiedzielismy sie, jakie powinny by¢ wartosci logiczne zmiennych p
i . Jako ze wartosci te musza by¢ oczywiscie takie same w catym wyrazeniu (nie moze by¢
tak, aby jedno zdanie bylo w jednym miejscu prawdziwe, a w drugim fatszywe),
przepisujemy je we wszystkie miejsca, gdzie zmienne p i q wystepuja:

P—>09)—>@pPva
0100000

Widzimy, ze wpisaliSmy wartosci logiczne we wszystkie mozliwe miejsca. Pozostaje
nam jeszcze sprawdzi¢, czy wszystko si¢ zgadza. Jezeli gdzies mogta wkras¢ sig¢ jakas
nieprawidtowosg¢, to jedynie w ostatnim kroku — tam gdzie przepisalismy wartosci zmiennych
p i q. Sprawdzamy zatem w tabelce, czy implikacja moze by¢ prawdziwa (tak wyszio w
naszym przyktadzie), gdy jej poprzednik i nastgpnik sa fatszywe (te wartosci zmiennych
przepisaliSmy z drugiego nawiasu). Wszystko si¢ zgadza, implikacja taka jest prawdziwa. W
innych miejscach formuty tez wszystko musi si¢ zgadza¢, poniewaz wczesniej wszedzie
wpisywalismy wartosci logiczne wprost z tabelek.

Tak wigc juz w pierwszej linijce pokazalismy, ze badana formuta moze okaza¢ si¢

schematem zdania falszywego, a zatem nie jest ona na pewno tautologia.
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?ﬂ% Uwaga na bledy!

W powyzszym przykitadzie wykazaliSmy jedynie, ze formufa nie jest tautologia.
Nie znaczy to jednak, iz jest ona kontrtautologig. Aby stwierdzi¢, ze schemat jest
kontrtautologig, musielibySmy mie¢ pewnosc¢, ze generuje on tylko i wytagcznie zdania
fatszywe. My natomiast pokazaliSmy jedynie, ze daje on takie zdanie w przynajmniej
jednym przypadku. Sprawdzenie, czy formuta jest kontrtautologia wymagatoby
obecnie postuzenia sie metodg skrécong w inny sposéb lub zastosowania metody

zwyktej. Na razie wiemy tylko i wytacznie, Zze nie jest ona tautologia.

Przyklad:

Sprawdzimy przy pomocy skréconej metody, czy tautologia jest formuta:
(PAg)—>(p—0)

Jak zawsze w metodzie skroconej zaczynamy od sprawdzenia, czy formuta moze stac si¢

schematem zdania fatszywego, a zatem, czy pod gtdwnym spdjnikiem moze pojawic sie 0.

(DAQ)X(D—W)

Podobnie jak w poprzednim przyktadzie mamy zero przy implikacji. Z tabelki dla tego
spdjnika wiemy, ze w takim przypadku prawdziwy musi by¢ poprzednik implikacji (a wigc
koniunkcja w pierwszym nawiasie), a fatszywy nastepnik (implikacja w drugim nawiasie):

(Pra)—>(p—0q)
1 0 0

W pierwszym nawiasie mamy prawdziwa koniunkcje. Z tabelki widzimy, ze taka

sytuacja mozliwa jest tylko w jednym przypadku — oba cztony koniunkcji musza by¢

prawdziwe:
Prg)—>(p—>0a)
111 0 O

Skoro znamy juz wartosci zmiennych p i q przepisujemy je wszedzie, gdzie te zmienne
wystepuja:

PArg)—>((P—0)
111 0101

Podobnie jak poprzednio, musimy teraz jeszcze sprawdzi¢, czy wartosci, ktore

przepisalismy w ostatnim kroku zgadzaja si¢ z tymi, ktore wpisalismy wczesniej. W tym
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momencie natykamy si¢ na cos dziwnego. Okazuje si¢ otrzymalismy falszywa implikacje,
ktorej zarowno poprzednik, jak i nastepnik sa zdaniami prawdziwymi. Ale przeciez sytuacja
taka jest catkowicie niezgodna z tabelkami! Otrzymalismy ewidentna sprzecznos¢ — cos, co
nie ma prawa wystapic:

(PAq)—>(p—0q)
111 0101

O czym moze $wiadczy¢ pojawienie sie sprzecznosci? Aby to zrozumieé, dobrze jest
przesledzi¢ caty tok rozumowania od samego poczatku. ZatozyliSmy na poczatku O pod
gtownym spdjnikiem catej formuty. Nastepnie wyciagalismy z tego konsekwencje, wpisujac
wartosci, ktore musiatyby by sie pojawié, aby zatozone 0 faktycznie mogto wystapic.
Postepujac w ten sposob doszlismy do sprzecznosci. Wynika z tego, ze nasze zatozenie nie
daje sie utrzymaé. Zero pod gtdwnym spojnikiem nie moze sie pojawié¢, poniewaz
prowadzitoby to do sprzecznosci. A skoro pod gtéwnym spojnikiem nie moze by¢ nigdy 0, to
znaczy ze zawsze jest tam 1, a to z kolei $wiadczy, ze badana formuta jest tautologia.

Tautologicznos¢ formuty wykazana zostata w jednej linijce. Po prostu zamiast
pokazywa¢, ze badany schemat zawsze daje zawsze zdania prawdziwe, udowodnilismy, ze

nie moze wygenerowac on zdania fatszywego.

UWAGA!

Sposéb, w jaki rozwiazany zostat powyzszy przykiad, nie jest jedynym mozliwym.
Zobaczmy, jak mozna to byto zrobi¢ inaczej.

Rozpoczynamy tak samo, wpisujac 0 pod gtéwna implikacja, a nastepnie 1 przy jej
poprzedniku i O przy nastepniku:

(PAa)—>(p—0)
1 0 0

Zauwazmy teraz, ze wcale nie musimy zaczyna¢ od prawdziwej koniunkcji w pierwszym
nawiasie. Rowniez w drugim nawiasie mamy bowiem tylko jedna mozliwos¢ wpisania
kombinacji zer i jedynek. Aby umieszczona tam implikacja byta fatszywa, prawdziwy musi
by¢ jej poprzednik, a fatszywy nastepnik:

PArg)—>((P—0)
1 0100
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Gdy przepiszemy teraz otrzymane wartosci zmiennych do pierwszego nawiasu

otrzymamy:

Prg)—>(P—0)
1100100

Okazuje sig, ze tym razem réwniez otrzymujemy sprzecznos¢, tyle ze w innym miejscu:

PArg)—>((P—0)
1100100

Uzyteczna wskazowka:
Gdy sprawdzamy, czy formuta jest tautologia przy pomocy metody skroconej, nie jest
istotne, gdzie pojawi si¢ sprzecznos¢. Czesto moze ona wystapi¢ w réznych miejscach, w

zaleznosci od tego, w jakiej kolejnosci wpisywalismy symbole 0 i 1 do formuty.

Wracajac do omawianego przyktadu, zobaczmy jeszcze inny sposob, w jaki sprzecznosc¢
mogta si¢ ujawnic¢. Zaczynamy tak jak poprzednio:

PArg)—>(pP—0a)
1 0 O

Teraz zauwazamy, ze obu nawiasach mamy tylko jedna mozliwos$¢ wpisania kombinacji
0i 1 jedynek, wiec je od razu jednoczesnie wpisujemy:

Prg)—>((P—0)
111 0100

Tym razem réwniez sprzecznos¢ wystapita, cho¢ moze nie jest to widoczne na pierwszy
rzut oka. Zmienna q okazuje si¢ w jednym miejscu reprezentowac¢ zdanie prawdziwe, a

jednoczesnie w innym fatszywe. Taka sytuacja oczywiscie nie jest mozliwa.

(PArg)—>((pP—0a)
111 0100

Poniewaz dla wiasciwego postugiwania si¢ skrocona metoda zero-jedynkowa wazne jest
zrozumienie catego toku rozumowania z niag zwiazanego, przedstawimy go jeszcze raz.

Gdy chcemy dowiedzie¢ sig, czy schemat jest tautologia, zaczynamy od postawienia
symbolu 0 pod gtownym spdjnikiem, aby sprawdzi¢, czy formuta moze cho¢ w jednym
przypadku wygenerowac zdanie fatszywe.

Nastepnie wpisujemy zgodnie z tabelkami dla odpowiednich spdjnikéw symbole 0i 1, w
taki sposdb w jaki musiatyby one wystepowac, aby zero pod gtéwnym spojnikiem mogto sie

pojawié. Czyniac to wpisujemy tylko to, co wiemy na pewno. Gdy w jakim$ miejscu mamy
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dwie lub trzy mozliwosci wpisania symboli, nie wpisujemy tam chwilowo nic i przechodzimy
dalej, szukajac miejsca, gdzie jest tylko jedna mozliwos¢.

Gdy symbol 0 lub 1 pojawi sie¢ pod jaka zmienng zdaniowa, przepisujemy go wszedzie
tam, gdzie dana zmienna wystepuje w formule.

Na koncu sprawdzamy, czy w naszej formule nie pojawita si¢ przypadkiem sprzecznosé
(czy wszystko jest zgodne z tabelkami, czy tez nie). Jezeli sprzecznos¢ (niezgodnosc z
tabelkami) ma si¢ gdzie$ pojawi¢, to dzieje sie to na ogét tam, gdzie w ostatnim kroku
przepisalismy wartosci zmiennych. Jezeli sprzecznosci nigdzie nie ma, to znaczy, ze formuta
moze okaza¢ si¢ schematem zdania falszywego (takie zatozenie na poczatku przyjelismy
wpisujac 0 pod gtéwnym spdjnikiem), a wiec nie jest ona tautologia. Gdy natomiast w
formule pojawi sie sprzeczno$¢, oznacza to, ze nie moze ona wygenerowa¢ zdania fatszywego

(przyjete na poczatku zatozenie nie daje sig¢ utrzymac), a zatem jest ona tautologia.

DO ZAPAMIETANIA.
Jeszcze raz cata procedura w telegraficznym skrocie:
1. Zaktadamy 0 pod gtéwnym spdjnikiem.

2. Wyciagamy z przyjetego zatozenia wszelkie konsekwencje,

wpisujac 0 i 1, tam gdzie istnieje tylko jedna mozliwos¢ ich
wystapienia.

3. Sprawdzamy, czy wszystko sie zgadza z tabelkami (czy nie ma sprzecznosci).

4. Ogtaszamy wynik wedtug recepty: jest sprzecznos¢ — formuta jest tautologia, nie ma

sprzecznosci — formuta nie jest tautologia.

1.4.3. UTRUDNIENIA | PULAPKI.

Uwaga ha negacje.

Badane przez logikow formuty sa na ogét bardziej skomplikowane
od oméwionych w powyzszych przyktadach. Pierwsze utrudnienie moga spowodowac obecne

w nich negacje.

Przyklad:
(P—>0a)—>(a->~p)
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Rozpoczynamy od postawienia 0 pod gtownym spéjnikiem i wyciagamy z tego pierwsza

konsekwencje:
P>9)—>Cg—>~p)
1 0 0

Jedna mozliwos¢ wpisania kombinacji O i 1 mamy w drugim nawiasie. Aby implikacja
byta fatszywa, jej poprzednik musi by¢ prawdziwy, a nastepnik fatszywy. Wazne jest tu
jednak poprawne okreslenie co jest poprzednikiem i nastepnikiem badanej implikacji.
Poprzednikiem jest zdanie ztozone ~ q, a wigc jedynke wskazujaca na jego prawdziwosé
wpisujemy nad jego gtdwnym spojnikiem — negacja; podobnie nastepnikiem jest ztozone
zdanie ~ p i tu réwniez wskazujace jego fatszywos¢ 0 wpisujemy pod negacja:

P—->9—>C-g—>~p)
1 01 00

Dopiero w tym momencie, korzystajac z tabelki dla negacji, mozemy wpisa¢ wartosci
zdanpiq:

P—->9—>C-g—>~p)
1 010001

Po przepisaniu otrzymanych wartosci do pierwszego nawiasu otrzymujemy Sprzecznosc:

implikacja o prawdziwym poprzedniku i fatszywym nastgpniku nie moze by¢ prawdziwa:

P—>9—>CFg—>~p)
1100 10001

Badana formuta jest zatem tautologia.

Przyklad:

Zbadamy, czy tautologia jest formuta (p > ~q) v (~p A Q)

Gtowny spéjnik stanowi tu alternatywa, ktora jest fatszywa tylko w jednym przypadku —
gdy oba jej cztony sa fatszywe:

P—>~qv(-pnrq)
0 0 0

W pierwszym nawiasie mamy tylko jedna mozliwosé: aby implikacja byta fatszywa jej
poprzednik — p, musi by¢ prawdziwy, a jej nastepnik — ~ g, falszywy. Z tego ostatniego
mozemy od razu wpisa¢, ze prawdziwe musi by¢ Q:

P—->~9v(=pArq)
10010 0

Przepisujemy otrzymane wartosci p i g do drugiego nawiasu:
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(P>~aq)v(~pnrQ)
10010 101

To jeszcze nie koniec zadania, poniewaz nie mamy wpisanej wartosci negacji p. Skoro

jednak samo p jest prawdziwe, to jego negacja musi by¢ fatszywa:

(P>~aq)v(=pnrQ)
100100101

W powyzszej formule nie wystepuje nigdzie sprzecznos¢. Cztonami koniunkcji w
drugim nawiasie sa: ~ p oraz ¢. Negacja p jest falszywa, a q prawdziwe — koniunkcja takich
zdan (0 i 1) zgodnie z tabelkami musi by¢ fatszywa.

Badana formuta nie jest tautologia.

Formuty z wigkszq iloscig nawiasow.

W dluzszych formutach pewne utrudnienia sprawi¢ moze wielos¢ nawiasow
wskazujacych hierarchig¢ spojnikow. W takich dtuzszych formutach trzeba szczeg6lna uwage
zwraca¢ na wpisywanie symboli wartosci logicznych we wiasciwe miejsca oraz na doktadne

badanie, czy ostatecznie wystapita sprzecznosg.

Przyklad:

[Po>a)v(—>~pl->—->@v-n]

Gléwnym spojnikiem badanej formuty jest implikacja wiazaca wyrazenia w
kwadratowych nawiasach. Aby implikacja byla fatszywa, to jej poprzednik musi by¢
prawdziwy, a nastepnik fatszywy — symbole jedynki i zera wpisujemy wigc pod gtownymi
spojnikami kazdego z wyrazen w kwadratowych nawiasach:

[(P=>av(I—>~pl>pP—>@v~n]
1 0 O

W przypadku prawdziwej alternatywy w pierwszym nawiasie mamy trzy mozliwosci,
wieC na razie pomijamy to miejsce. W przypadku fatszywej implikacji w drugim nawiasie
kwadratowym mozemy wpisa¢, ze prawdziwy jest jej poprzednik — czyli p, a falszywy
nastepnik — czyli alternatywa w nawiasie. Z tego ostatniego faktu wnioskujemy o fatszywosci
obu cztonow alternatywy — q oraz ~ r. W takim razie prawdziwe musi by¢ oczywiscie r:

[(p>a)v(I—>~pl>pP—>(@v~n]
1 0100001
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Otrzymane wartosci zmiennych zdaniowych przepisujemy do wyrazenia w pierwszym
kwadratowym nawiasie. Na ich podstawie obliczamy warto$¢ ~ p, a nastepnie wartosci
implikacji w nawiasach okragtych:

[(P=>a)v(>~pl=>[p—>@v-1]
10011001 0100001

Teraz musimy sprawdzi¢, czy wszystko sie¢ zgadza. Ostatnie wartosci jakie wpisalismy,
to zera przy implikacjach w okragtych nawiasach. Wartosci te zgadzaja si¢ wprawdzie z
wartosciami zdan tworzacych te implikacje (nie moze by¢ inaczej — przeciez na podstawie
tych zdan obliczylismy wartos¢ implikacji zgodnie z tabelkami), koliduja natomiast z
wartoscia alternatywy, ktorej sa cztonami. W tym wiasnie miejscu tkwi sprzecznos¢ — by¢

moze nie catkiem widoczna na pierwszy rzut oka:

[(P=>av(—>~pl>pP—>@v~n]
10011001 010 0001

Badana formuta jest zatem tautologia.

Gdy pozornie utkniemy.
Czasami moze si¢ wydawac¢, ze w badanej formule nie ma takiego miejsca, gdzie bytaby
tylko jedna mozliwo$¢ wpisania zer i jedynek. Czesto jednak okazuje sig, ze jest to tylko

ztudzenie i po blizszej analizie znajdujemy odpowiednie wyjscie.

EDvY POZORNIE UTIKNIEMY ...

Przyklad:

Sprawdzimy, czy tautologia jest formuta:

[(Po>D)A(P->0D]—>[P—>@AnN]

Po postawieniu zera przy gtéwnej implikacji otrzymujemy jedynke przy koniunkcji w
pierwszym kwadratowym nawiasie oraz zero przy implikacji w drugim nawiasie

kwadratowym. Z prawdziwosci koniunkcji wyciagamy wniosek o prawdziwosci obu jej
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cztondw, a z fatszywosci implikacji o prawdziwosci p oraz fatszywosci koniunkcji q A r.

Warto$¢ p mozemy przepisa¢ w miejsca, gdzie zmienna ta jeszcze wystepuje:

[(P=>a)A(P=>nN]>[P—>(@An]
11 111 010 0

W tym momencie mogtoby si¢ wydawaé, ze w kazdym miejscu mamy po Kkilka
mozliwosci wstawiania zer i jedynek. Jest to jednak tylko pozér. W dwdch pierwszych
nawiasach okragtych mamy prawdziwe implikacje. Ogolnie rzecz biorac implikacja jest
prawdziwa w trzech réznych przypadkach; zauwazmy jednak, ze my znamy obecnie réwniez
wartosci poprzednikéw tych implikacji — sa one prawdziwe. Gdy spojrzymy do tabelki dla
implikacji, zobaczymy, ze wsrdd trzech przypadkdw, gdy jest ona prawdziwa, jest tylko jeden
taki, kiedy prawdziwy jest jej poprzednik — w przypadku tym prawdziwy musi by¢ réwniez
nastepnik implikacji. Tak wiec w rzeczywistosci mamy tylko jedna mozliwos$¢ okreslenia
wartosci zmiennych q i r w badanych implikacjach — musza by¢ one prawdziwe:

[(P=>)A(P>N]>[p—>(@AN]
1111111 0 10 0

Po przepisaniu wartosci g i r w inne miejsca, gdzie zmienne te wystepuja, otrzymujemy

ewidentna sprzecznos¢ w koniunkcji g i r:

[P AP—>nN]>[p—>(@An]
1111111 010101

Badana formuta jest wiec tautologia.

Uwaga na btedy!

Nalezy koniecznie zauwazy¢ rbéznice pomiedzy prawdziwg implikacja z
prawdziwym poprzednikiem a prawdziwg implikacjg z prawdziwym nastepnikiem. W
pierwszym przypadku istnieje tylko jedna mozliwos$¢ co do wartosci drugiego cztonu

(musi by¢ 1), natomiast w drugim sg dwie mozliwosci (0 lub 1):

p—>q p—>q
111 211

Podobna réznica zachodzi pomiedzy prawdziwymi implikacjami z fatszywym

nastepnikiem i poprzednikiem:

pP—q
010

[@ke]
I~
NEe]
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Zaleznosci te powinny stac sie jasne po dokladnym przeanalizowaniu tabelki dla

implikacji.

Przyklad:

Zbadamy, czy tautologia jest formuta: ~(p > q) v[~(pvq) v (p v )]

Zaczynajac od postawienia zera przy gtdwnym spojniku, ktorym jest tu alternatywa,
otrzymujemy falszywe obydwa cztony alternatywy, czyli negacje formuty p — q (bo to
stojaca przed nawiasem negacja jest tu gtdbwnym spdjnikiem) oraz alternatywe w nawiasie

kwadratowym:

~P—->agv-(pvav(pvr)]
0 0 0

Skoro fatszywa jest negacja, to prawdziwa musi by¢ formuta, do ktérej negacja sie
odnosi. Natomiast z fatszywosci alternatywy w nawiasie kwadratowym, wnioskujemy o

fatszywosci obu jej cztondw:

~p->agv-(pvav(pvr)]
0 1 00 0 0

Znowu mamy falszywa negacje, a wigc prawdziwa jest negowana przez nig formuta w
nawiasie. Skoro natomiast falszywa jest alternatywa p v r, to falszywe sa oba jej cztony.

Warto$¢ zmiennej p przepisujemy tam, gdzie zmienna ta jeszcze wystepuje:

~P—->agv-(pvav(pvr)]
001 0001 0000

W pierwszym nawiasie mamy do czynienia z prawdziwa implikacja o falszywym
poprzedniku. W takim wypadku nic jeszcze nie wiemy o nastepniku — zgodnie z tabelkami
moze by¢ on albo fatszywy albo prawdziwy. Natomiast w przypadku prawdziwej alternatywy
z falszywym pierwszym cztonem mamy tylko jedna mozliwos¢ — drugi czton musi by¢
prawdziwy. Wpisujemy wigCc 1 pod q i przepisujemy ja tam, gdzie zmienna ta jeszcze
wystepuje:

~P->9v[-(pvav(pvnl
0011000110000

W powyzszej formule nie wystepuje nigdzie sprzecznosc, a zatem nie jest ona tautologia.
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?ﬂ% Uwaga na bledy!

W przypadku prawdziwej alternatywy réwniez nie w kazdym przypadku mozemy
obliczy¢ wartos¢ drugiego cztonu na podstawie znajomosci wartosci jednego cztonu
oraz catej formuty. Mozemy to uczyni¢ jedynie wtedy, gdy alternatywa jest
prawdziwa, a jeden z jej cztonow fatszywy — wtedy, zgodnie z tabelkami drugi musi

by¢ prawdziwy:
pvq pvq pvq pvq
011 110 117 711

Podobnie w przypadku fatszywej koniunkcji mozemy obliczy¢ wartos¢ drugiego
cztonu, tylko wtedy, gdy pierwszy jest prawdziwy:

PAqQ PAQ
100 001

I©T
o >
N O
) O
o >
I© o

Gdy utkniemy powazniej...

Przyklad:

Sprawdzimy, czy tautologia jest formuta: {[p > (A N]A(pv N} —(

Po zatozeniu fatszywosci catej formuty, otrzymujemy 1 przy koniunkcji w nawiasie
klamrowym i O przy g. Wartos¢ q oczywiscie przepisujemy, tam gdzie jeszcze q si¢ pojawia.
Z prawdziwosci koniunkcji wnioskujemy o prawdziwosci obu jej cztonow:

{lb—>@Aanla(pvn}—q
10 1 1 00

W tym momencie mogtoby si¢ wydawac, ze zupetnie nie wiadomo, co robié¢ dalej.
Jednakze przyjrzyjmy sie blizej koniunkcji g A r. Jeden z cztonow tej koniunkcji jest fatszywy

— a zatem, zgodnie z tabelkami — cata koniunkcja musi by¢ fatszywa.

P> @AnNIA(PvN}—>Q
100 1 1 00

W tym momencie, na podstawie faktu, ze prawdziwa implikacja z fatszywym
nastepnikiem musi mie¢ falszywy poprzednik, obliczamy wartos¢ zmiennej p — O, |
przepisujemy ja, tam gdzie p wystepuje w alternatywie p v q.

ilP>@AnNIA(PvN}—>q
01 00 101 00

43



Poniewaz prawdziwa alternatywa z fatszywym pierwszym czionem musi mieé
prawdziwy drugi czton, wpisujemy 1 pod zmienna r w formule p v r i przepisujemy tg
wartos¢ do koniunkcji g A r.

P> @AnNIA(PvN}—>Q
01 001 1011 00

Poniewaz przy takich podstawieniach w powyzszej formule nie wystepuje nigdzie

sprzecznos¢, nie jest ona tautologia.

WARTO ZAPAMIETAC.
Oto przypadki, gdzie mozna obliczy¢ wartos¢ zdania ztozonego na

podstawie tylko jednego z jego cztondw:

pAQ pAQ
00 00
pvq pvq
11 11
p—q p—q
01 11

Ogolnie — obliczenie wartosci catego zdania ztozonego jest mozliwe na podstawie:
fatszywosci jednego z cztondéw koniunkcji, prawdziwosci jednego z cztondéw alternatywy,

fatszywosci poprzednika implikacji oraz prawdziwosci nastepnika implikacji.

Przyklad:
Sprawdzimy, czy tautologia jest formuta: {[~(pAqQ) > 1A (r—->p}—> (P AQ)
Pierwsze kroki sa oczywiste i wygladaja nastgpujaco:

-Prg)=>1A(r>p)}—>(PAra)
11 1 0 0

W tym miejscu mogtoby sie wydawac¢, ze wszedzie mamy po kilka mozliwosci wpisania
zer i jedynek. Zauwazmy jednak, ze znamy wartos¢ koniunkcji p A q w ostatnim nawiasie,
ktora to koniunkcja wystepuje tez w jeszcze jednym miejscu. Mozemy wiec przepisaé wartosé
tej koniunkcji, podobnie jak przepisujemy wartosci zmiennych:

-Prg)=>1A(r>p)}—>(Pra)
o 1 1 1 o0 0
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Skoro koniunkcja p A q jest falszywa, to jej negacja musi by¢ prawdziwa. Na podstawie
prawdziwosci implikacji w nawiasie kwadratowym oraz prawdziwosci jej poprzednika
mozemy obliczy¢ wartos¢ r — 1, i przepisac ja:

{=pra) >rIA(r—>p}—>@(PArq)
1 0 11111 0 0

Teraz mozemy z fatwoscia obliczy¢ wartos¢ p w implikacji r — p (1) i przepisa¢ ja do
obu koniunkcji p A g. Mamy wtedy fatszywa koniunkcje z prawdziwym jednym cztonem — a
zatem fatszywy musi by¢ jej czton drugi — g.

{=(PArq)=>TA(—>p}—>(PAq)
1100111111 0 100

Przy takich podstawieniach nie ma zadnej sprzecznosci, a zatem badana formuta nie jest

tautologia.

PRAKTYCZNA RADA:

Co zrobi¢, gdy ,,utkne” i wydaje sie, ze nigdzie nie ma jednej mozliwosci wpisania zer i
jedynek? Nalezy wowczas sprawdzi¢ nastepujace rzeczy:

— czy przepisalem wszystkie wartosci zmiennych w inne miejsca, gdzie zmienne
wystepuja,

— czy wpisatem wartosci zmiennych, gdy obliczone sa wartosci ich negacji lub wartosci
negacji, gdy obliczone sa wartosci zmiennych (przy negacji jest zawsze tylko jedna
mozliwoscé),

— czy wpisalem wartosci przy spojnikach dwuargumentowych, gdy znane sa wartosci
obu ich cztondéw,

— czy mozliwe jest obliczenia wartosci cztonu jakiegos spojnika na podstawie
znajomosci wartosci drugiego cztonu oraz catego zdania,

— czy mozliwe jest gdzies wpisanie wartosci przy spéjniku na podstawie znajomosci
wartosci logicznej jednego z jego cztondw,

— czy mozna gdzies przepisa¢ wartos¢ catego zdania ztozonego.
Dwie mozliwosci od samego poczgtku.

Czasem juz na poczatku mamy dwie mozliwosci wpisania kombinacji zer i jedynek, na

przyktad gdy gtéwnym spojnikiem jest rownowaznosc.
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Przyklad:

[P>@->nl=[@Ar~1—>~p]
Sprawdzenie, czy powyzsza formuta moze by¢ schematem zdania falszywego wymaga

rozpatrzenia dwoch mozliwosci:

1 0 0
[P=>@—->n]=[GAr~1)—>~p]
0 0 1

W przypadku ,,gérnym” zaczaé¢ nalezy od prawej strony. Z fatszywosci implikacji
wiemy, ze prawdziwy musi by¢ jej poprzednik, czyli koniunkcja g A ~ r, natomiast fatszywy
nastepniki — ~ p. Z prawdziwosci koniunkcji wyciagamy wniosek o prawdziwosci jej

cztondw. Warto$¢ logiczna zdan r i p jest oczywiscie odwrotna do wartosci ich negaciji:

1 0 11100 01
[P>@—=>nNl=lgr~1)—>~p]
0 0 1

Po przepisaniu wartosci zmiennych do lewej strony réwnowaznosci otrzymujemy:

111 00 11100 01

[P>@—->nl=l@r~1)—>~p]
0 0 1

Pozostaje nam jeszcze obliczenie wartosci implikacji @ — r. Poniewaz jej poprzednik
jest prawdziwy, a nastepnik fatszywy, implikacja ta powinna by¢ fatszywa:

11 100 011100 01

[P>@->nl=l@r~1)—>~p]
0 0 1

Teraz musimy sprawdzi¢, czy to, co wpisaliSmy na koncu, nie stoi w sprzecznosci z
wartosciami obliczonymi wczesniej. Falszywa implikacja q — r jest jednoczesnie
nastepnikiem implikacji w nawiasie kwadratowym o poprzedniku p. Otrzymujemy tu
sprzecznos¢, poniewaz cata implikacja w kwadratowym nawiasie wyszta nam prawdziwa, co
jest niemozliwe przy prawdziwym poprzedniku i fatszywym nastepniku:

11 1000 11100 01

[P>@—>nNl=[laAr~1)—>~p]
0 0 1
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?ﬂ% Uwaga na bledy!

Otrzymanie sprzecznosci w jednym z rozpatrywanych przypadkéw nie stanowi
jeszcze dowodu, iz badana formufa jest tautologig. Nalezy pamietac, ze sprawdzanie
tautologicznosci formuty przy pomocy metody skréconej polega na stwierdzeniu
niemozliwosci wygenerowania przez dany schemat zdania fatszywego. Poniewaz w
badanym przyktadzie juz na samym poczatku stwierdziliSmy istnienie dwdch
przypadkow w ktorych formuta mogtaby okazaé sie schematem zdania fatszywego,

wyeliminowanie jednego z nich (co dotad zrobilismy), niczego jeszcze nie przesadza.

Musimy teraz zbada¢ drugi, ,,dolny” przypadek. Tu oczywiscie rozpoczynamy od lewej
strony, a otrzymane wartosci zmiennych przepisujemy do strony prawe;j.

11100 011100 01

[P—>(@—>nNl=[gA~1)—>~p]
1010001 01 1

Po obliczeniu wartosci negacji zdan r oraz p, a nastgpnie koniunkcji g A ~ T,
otrzymujemy sprzeczno$¢ z prawej strony rOwnowaznosci:

11 1000 11100 01

[P—>@—>nNl=lgr~1)—>~p]
10 1000 1110 101

Dopiero teraz, gdy okazato sig, ze niemozliwe jest wygenerowanie przez badana formute
zdania fatszywego na zaden z dwaoch teoretycznie mozliwych sposobow, mozemy stwierdzic,

ze schemat ten jest tautologia.

Przyklad:
Zbadamy teraz, czy tautologia jest nastepujaca formuta:

[P>Gr=>al=[par~qvE-—>rn]
Tu rowniez gtéwnym spdjnikiem jest rownowaznos¢, ktdéra moze dac zdanie fatszywe w

dwaoch przypadkach:
0 0 1
[Po>Gro>gl=pAr~a) v (-]l
1 0 0
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W ,,gérnym” przypadku nalezy rozpocza¢ od lewej strony. Po obliczeniu wartosci
zmiennych i przepisaniu ich na strong prawa otrzymamy:

101000 01 011 O

[P>Gr->9l=pr~qv(p—>n)]
1 0 0

Teraz mozemy obliczy¢ wartos¢ negacji g, a nastepnie koniunkcji p A ~ q oraz implikacji
p — r na podstawie wartosci logicznej ich cztonow:

101000011101 100

P> CGr->al=lpa~aq) v (-]
1 0 0
Okazuje sig, ze przy takim podstawieniu zer i jedynek w badanej formule nie wystepuje

zadna sprzecznos¢. Pokazalismy zatem, ze formuta ta moze by¢ schematem zdania
falszywego, a wicc na pewno nie jest tautologia. Badanie drugiej, ,,dolnej” mozliwosci nic tu

zmieni, wiec mozemy go zaniechac.

Czasem nie trzeba wiedzie¢ wszystkiego.
Bywa, ze nie musimy zna¢ wartosci wszystkich zmiennych, aby stwierdzi¢, ze formuta

jest tautologia — sprzecznos¢ moze pojawi¢ sig juz wczesniej.

Przyklad:
Zbadamy, czy tautologia jest formuta: {[r > (QAS)|A[(pvS) >} > (~qg—>~p)

Po standardowo rozpoczetym sprawdzaniu formuty otrzymujemy:

{Ir>@As)Al(pvs)>1}—>(~q—>~p)
10 11 1 0 10001

Teraz mozemy obliczy¢ wartos¢ koniunkcji g A s na podstawie fatszywosci jednego z jej

cztondw oraz alternatywy p v s na podstawie prawdziwosci p:

r=>@aIrllpvs) >} >(~q—>~p)
100 111 1 010001

W pierwszym kwadratowym nawiasie mamy obecnie prawdziwa implikacje z
falszywym nastepnikiem — a zatem fatszywy musi by¢ rowniez jej poprzednik, czyli r. Po
przepisaniu wartosci r do drugiego nawiasu otrzymujemy w nim sprzecznos¢, swiadczaca o

tym, ze badana formuta jest tautologia:

r->@agallpvs) >} > (qg—>~p)
0100 111 10 010001
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Zauwazmy, ze sprzecznos¢ pojawita si¢, pomimo ze nie poznalismy wartosci zmiennej s;
sprzecznos¢ ta jest od s niezalezna — wystapitaby zardwno gdyby zdanie oznaczane przez s

byto prawdziwe, jak i wtedy, gdyby byto ono fatszywe.

Moze tez zdarzy¢ si¢ odwrotna sytuacja: sprzecznos¢ nie pojawi sig, niezaleznie jakie

zdanie podstawilibysmy za jakas zmienna.

Przyklad:
Zbadamy, czy tautologia jest formuta: [(p v q) A T] — ~p.
Po zatozeniu 0 pod gtéwnym spdjnikiem, niemal natychmiast otrzymujemy:

[(Pva)ar]l—>-~p
11 11001

W obecnej sytuacji nie mamy zadnych informacji pozwalajacych okresli¢ warto$¢ zdania
0znaczanego przez g. Zauwazmy jednak, ze jakiekolwiek q by nie byto, na pewno w badanej
formule nie powstanie sprzecznosé. W zwiazku z tym mozemy pod q wpisa¢ dowolna
wartos¢ — cokolwiek bowiem tam wpiszemy, wykazemy, ze formuta moze by¢ schematem

zdania fatszywego (nie ma w tym zadnej sprzecznosci), a wiec nie jest ona tautologia:

[Pva)Aar]—>~p lub [pvaAar]l—>~p
111 11 001 110 11 001

Gdy nic juz nie wiadomo...
Czasami moze si¢ zdarzy¢ i tak, ze w jakims momencie w badanej formule wsze¢dzie sa

pod dwie lub nawet trzy mozliwosci wpisania kombinacji zer i jedynek.

Przyklad:
Zbadamy, czy tautologia jest bardzo krotka formuta (p v q) — (r A S).

(Pva)—>(ras)
1 0 O

W takiej sytuacji wszedzie mamy po trzy mozliwosci. Nie powinno to jednak nikogo
szczegoOlnie przestraszy¢, cho¢ na poczatku moze wyglada¢ groznie. W istocie jest to sytuacja
taka sama, jaka pojawita si¢ w ostatnim przykiladzie, tyle ze obecnie wystapita juz na

poczatku badania formuty i z niejako ,,wigkszym natgzeniem”.
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Przypomnijmy sobie jednak istote skroconej metody zero-jedynkowej. Polega ona na
poszukiwaniu takich podstawien zer i jedynek, aby formuta data zdanie fatszywe. Tutaj juz na
pierwszy rzut oka mamy takich mozliwosci sporo — wystarczy zatem wybra¢ dowolna z nich i
wpisac, na przykitad:

(pv @) —>(ras)
110 0 000

W ten sposéb pokazujemy, ze formuta nie jest tautologia, poniewaz stata si¢ schematem
zdania fatszywego.

Réwnie dobrym rozwiazaniem bytoby tez na przyktad takie:

(Ppvag)—>(ras)
011 0 001

1.4.4. KONTRTAUTOLOGIE.

Jak dotad stosowalismy metode skrécona do badania, czy formuta jest tautologia. Gdy
przy jej pomocy odkrywalismy, ze formuta tautologia nie jest, nie wiedzieliSmy jeszcze, czy
jest ona kontrtautologia, czy tez moze by¢ schematem zarowno zdan prawdziwych, jak i
falszywych. Teraz zobaczymy, jak sprawdzi¢ przy pomocy metody skréconej, czy formuta
jest kontrtautologia.

Procedura sprawdzania, czy formuta jest kontrtautologia rdézni si¢ od sprawdzania
tautologicznosci jedynie wstepnym zatozeniem. Jak wiemy, kontrtautologia, to schemat
dajacy wytacznie zdania fatszywe. Aby zbada¢ przy pomocy metody skréconej, czy formuta
jest kontrtautologia, musimy wigc sprawdzi¢, czy moze ona przynajmniej raz wygenerowac
zdanie prawdziwe. W praktyce wyglada to tak, ze stawiamy 1 przy gtéwnym spdjniku zdania
I znanymi juz sposobami wyciagamy z tego wszelkie konsekwencje. Jesli okaze si¢ na koncu,
ze otrzymalismy sprzecznos¢, bedzie to swiadczyto, ze formuta nie moze by¢ schematem
zdania prawdziwego, a zatem jest kontrtautologia. Brak sprzecznosci pokaze, ze formuta

przynajmniej raz moze wygenerowac zdanie prawdziwe, a wigc nie jest kontrtautologia.

Przyklad:
Zbadamy, czy kontrtautologia jest formuta: ~ [(~p v q) v (Q — p)].
Poniewaz gtdwnym spojnikiem badanego schematu jest negacja, musimy sprawdzi¢, czy

istnieje mozliwos¢, aby przy negacji tej pojawita si¢ wartosc 1.
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1[(~DVQ)V(OI—>P)]

W kolejnych krokach wyciagamy wszelkie konsekwencje z przyjetego zatozenia. Jezeli
negacja ma by¢ prawdziwa, to cate zdanie, do ktorego sie ona odnosi (czyli alternatywa w
kwadratowym nawiasie) musi by¢ fatszywe. Jesli falszywa jest alternatywa, to falszywe

musza by¢ oba jej cztony (zdania w nawiasach okragtych). Otrzymujemy wiec:

~[(~pva)v(g—p)
1 0 0 O

W tym momencie mamy dwa miejsca, w ktérych istnieje tylko jedna mozliwosé
kombinacji zer i jedynek; nie jest istotne, od ktérego z nich zaczniemy. Gdy obliczymy

najpierw wartos$¢ cztondw alternatywy w pierwszym nawiasie otrzymamy:

~[=pvav(q->p)]
1 01000 O

Po przepisaniu wartosci zmiennych p i g do drugiego nawiasu otrzymujemy w nim
ewidentna sprzecznos¢: implikacja z fatszywym poprzednikiem i prawdziwym nastepnikiem

nie moze by¢ fatszywa.

~[(=pva)v(@—p)]
1 01000001

Widzimy zatem, ze nie jest mozliwa sytuacja, aby badana formuta okazata si¢
schematem zdania prawdziwego; jest wiec ona na pewno kontrtautologia.

Zauwazmy na marginesie, ze gdybysmy najpierw obliczyli wartos¢ cztonow implikacji
w drugim nawiasie (gdzie tez byla tylko jedna mozliwosc), to otrzymalibysmy sprzecznos¢

przy alternatywie ~ p v g.

Przyklad:

Zbadamy czy kontrtatulogia jest formuta {(p > Q) A~[(pVvr) —>ql} A (> T).

Zaczynamy od postawienia symbolu 1 przy gtownym spdjniku, ktérym jest tu
koniunkcja pomigdzy nawiasem klamrowym a okragtym. Z prawdziwosci tej koniunkcji
wnosimy o prawdziwosci obu jej cztonow, czyli koniunkcji w nawiasie klamrowym i
implikacji w okragtym:

{P=>aAr~[pvnN—>a}a(@—r)
1 1 1

Poniewaz prawdziwa jest koniunkcja w nawiasie klamrowym, prawdziwe musza by¢ oba

jej cztony: implikacja p — ¢ oraz negacja wyrazenia w nawiasie kwadratowym. Jezeli
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prawdziwa jest negacja, to oczywiscie fatszywe musi by¢ zdanie, do ktérego sie ona odnosi,
czyli implikacja (p v r) — Q. Z kolei, jesli fatszywa jest implikacja, to prawdziwy musi by¢
jej poprzednik, a fatszywy nastepnik:

{p—>DA~[pv)—>ad}ia(@—>r)
1 11 1 00 1 1

Obliczona wartos¢ zmiennej q przepisujemy we wszystkie miejsca, gdzie zmienna ta
wystepuje:

{p—>DA~[Ppvn)—>a}a(@—>r)
1011 1 00 101

Jedyne miejsce, w ktérym mozemy co$ wpisac ze stuprocentowa pewnoscia, to pierwszy
nawias okragty. Jezeli implikacja jest prawdziwa i jednoczesnie ma falszywy nastepnik, to
fatszywy musi by¢ roéwniez jej poprzednik. Oznaczamy wiec p jako zdanie prawdziwe i
przepisujemy te wartos¢ tam, gdzie jeszcze zdanie to wystepuje:

P=>DA~[pvnN—>aia@—r)
0101101 00 101

Obecnie mozemy obliczy¢ wartos¢ r w alternatywie p v r. Jezeli alternatywa jest
prawdziwa, a jeden jej czton jest fatszywy, to prawdziwy musi by¢ czton drugi. Wpisujemy
wiec 1 przy zmiennej r i przepisujemy te wartos¢ pod r w implikacji w ostatnim nawiasie:

P=>DA~[pvnN—>aia@—>r)
0101101100 1011

Poniewaz nigdzie nie wystepuje tu sprzecznos¢, pokazalismy, ze badana formuta moze

by¢ schematem zdania prawdziwego, a wigc nie jest kontrtautologia.

@ 1.4.5. CZESTO ZADAWANE PYTANIA.

Czy przy pomocy metody skroconej mozna od razu, ,,w

jednej linijce” stwierdzié status logiczny formudy — zbadaé czy
jest ona tautologiq, kontrtautologiq czy tez zadng z nich?

To zalezy jak na to spojrze¢. Badanie czy formuta jest
tautologia wymaga innego zatozenia, niz badanie czy jest
kontrtatulogia, wigc w zasadzie nalezy zbada¢ przynajmniej dwie mozliwosci. Jednakze, gdy
otrzymamy wynik ,pozytywny” (to znaczy, ze formula jest tautologia lub jest
kontrtautologia), to wiemy od razu, ze nie jest ona niczym innym. Gdy natomiast otrzymamy
wynik ,,negatywny”, to wiemy jedynie, ze formuta czyms$ nie jest, dalej nie znajac jej

doktadnego statusu logicznego.
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Czy formufa moze ,,nie da¢” sie sprawdzié, czy jest tautologiq lub kontrtautologiq przy

pomocy metody skroconej?

Sprawdzi¢ przy pomocy metody skroconej da sie¢ zawsze. Jednakze czasami juz na
poczatku moze pojawi¢ si¢ kilka mozliwosci do zbadania (na przyktad gdyby ktos chciat
sprawdzi¢, czy tautologia jest formuta z koniunkcja jako gtownym spojnikiem). W takich

wypadach metoda skrocona moze stac¢ sie nieefektywna i wcale nie mniej pracochtonna od

metody ,,zwyktej”.
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1.5. PRAWDA LOGICZNA | ZDANIA WEWNETRZNIE
SPRZECZNE.

1.5.1. LYK TEORILI.

Jesli schemat jakiegos zdania jezyka naturalnego jest
tautologia, to zdanie takie nazywamy prawda logiczng.
Zdanie bedace prawda logiczna jest prawdziwe ze wzgledu na

znaczenie tylko i wylacznie uzytych w nim spojnikow

logicznych.
LK TEO @ Zdania, ktérych schematy sa  kontrtautologiami
nazywamy falszami logicznymi lub zdaniami wewnetrznie
sprzecznymi. Zdania takie sa falszywe na mocy samych spojnikdéw logicznych, niezaleznie

od tresci zdan sktadowych.

1.5.2. PRAKTYKA: SPRAWDZANIE, CZY ZDANIE JEST PRAWDA
LOGICZNA LUB FALSZEM LOGICZNYM.

Sprawdzenie, czy zdanie jest prawda logiczna jest bardzo proste i wymaga potaczenia
dwoch umiejetnosci: zapisywania schematu zdania oraz sprawdzania, czy schemat jest
tautologia. Jezeli schemat badanego zdania okaze si¢ tautologia, stwierdzamy, ze zdanie to
jest prawda logiczna, jesli schemat tautologia nie jest, zdanie nie jest rowniez prawda

logiczna.

Przyklad:

Zbadamy bardzo proste zdanie: Jutro bedzie padac lub nie bedzie padac.

Schemat tego zdania, to oczywiscie p v ~ p. Formuta p v ~ p jest tautologia — gdybysmy
chcieli postawi¢ 0 pod jej gtdwnym spdjnikiem, okazato by si¢, ze zdanie p musi by¢
jednoczesnie prawdziwe i falszywe, a wigc otrzymalibysmy sprzecznosé.

pPv~p
0001

Poniewaz schemat zdania okazat si¢ tautologia, to o zdaniu Jutro bedzie padac lub nie

bedzie pada¢ mozemy powiedzie¢, ze jest ono prawda logiczna. Latwo zauwazy¢, ze
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faktycznie zdanie to nie moze okaza¢ si¢ falszywe — cokolwiek stanie si¢ jutro, niezaleznie

jaka bedzie pogoda, zdanie stwierdza cos$, co na pewno si¢ wydarzy.

Zauwazmy, ze takie bezwzglednie prawdziwe wyrazenia otrzymamy podstawiajac
dowolne zdanie za zmienna p w schemacie p v ~ p, na przyktad Zdam egzamin lub nie zdam

egzaminu, Nasz prezes jest mgdrym czfowiekiem lub nie jest on mgdrym czfowiekiem itp.

Przyklad:

Sprawdzimy, czy prawda logiczna jest zdanie: O ile jest tak, ze jesli Jan jest zakochany,
to jest zazdrosny, to jesli Jan nie jest zazdrosny, to nie jest zakochany.

Piszemy schemat zdania pamigtajac 0 zastepowaniu tych samych zdan prostych tymi
samymi zmiennymi:

P—>q)—>Cg->~p)

p — Jan jest zakochany, g — Jan jest zazdrosny.

Nastepnie sprawdzamy, czy powyzsza formuta jest tautologia:

(P> —>(g—>~p)
1100 10001

Okazuje sig, ze formuta nie moze sta¢ si¢ schematem zdania fatszywego, a zatem jest

tautologia. W zwiazku z tym badanie zdanie jest prawda logiczna.

Przyklad:
Sprawdzimy, czy prawda logiczna jest zdanie: Jesli ten kamiern jest diamentem, to

przecina szk/o lub jesli nie jest diamentem, to nie przecina szk/a.

P—=>qv(Ep—>~0
100001010

Poniewaz schemat okazat si¢ tautologia, badane zdanie jest prawda logiczna.

Sprawdzenie, czy dane zdanie jest wewnetrznie sprzeczne jest rownie proste. Jak tatwo
si¢ domysli¢ polega ono na napisaniu schematu zdania, a nastgpnie zbadaniu, czy jest on
kontrtautologia.
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Przyklad:
Zbadamy czy zdanie Jezeli jestem za, to nie jestem przeciw, ale ja jestem za i jestem

przeciw jest wewnetrznie sprzeczne.

(P>~ A(PArq)
11011111

Poniewaz schemat badanego zdania jest kontrtautologia, samo zdanie jest wewnetrznie

sprzeczne (jest fatszem logicznym).
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1.6. WYNIKANIE LOGICZNE.

1.6.1. LYK TEORILI.

Postugujac si¢ schematami zdan oraz tabelkami zero-
jedynkowymi mozna sprawdza¢ poprawnos¢ logiczna
prostych wnioskowan. W tym celu musimy najpierw

zapoznac si¢ z pojeciem wynikania logicznego.

Mowimy, ze z pewnego zdania A wynika (w szerokim

znaczeniu tego stowa) zdanie B, gdy nie jest mozliwa

LYK TEO @)

sytuacja, aby zdanie A bylo prawdziwe, a jednoczesnie B
fatszywe. Czyli, ujmujac rzecz inaczej, w przypadku gdy ze zdania A wynika zdanie B, to gdy
tylko A jest prawdziwe, réwniez prawdziwe musi by¢ B.

| tak na przyktad, ze zdania Jan jest starszy od Piotra wynika zdanie Piotr jest m/odszy
od Jana, bo nie jest mozliwe, aby pierwsze byto prawdziwe, a drugie fatszywe (lub, jak kto
woli, gdy prawdziwe jest pierwsze zdanie, to i prawdziwe musi by¢ drugie).

W logice pojeciem wynikania postugujemy sie w bardzo scistym sensie, mowiac o tak
zwanym wynikaniu logicznym. W przykladzie powyzej mielismy do czynienia z
wynikaniem w szerokim sensie, ale nie z wynikaniem logicznym. Stosunek wynikania
uzalezniony byt tam od znaczenia stéw ,starszy” i ,miodszy; w przypadku wynikania
logicznego to, ze nie jest mozliwa sytuacja, aby zdanie A byto prawdziwe, a B falszywe,
uzaleznione jest tylko i wytacznie od obecnych w nich statych logicznych (a wigc, w
przypadku rachunku zdan, od spojnikéw logicznych).

To czy z jednego zdania wynika logicznie drugie mozemy tatwo sprawdzi¢ przy pomocy
metody zero-jedynkowej, podobnie jak sprawdzamy, czy formuta jest tautologia lub
kontrtautologia. Aby tego dokonaé¢, musimy najpierw napisa¢ schematy obu zdan. Schematy
te piszemy na ogo6t w specjalnej formie — schemat pierwszego nad kreska, a pod kreska
schemat drugiego:

schemat zdania A

schemat zdania B

Nastepnie sprawdzamy, czy jest mozliwa sytuacja, aby zdanie A bylo prawdziwe, a B
fatszywe. Wpisujemy symbol 1 przy gtéwnym spojniku zdania A, a 0 przy gtdwnym spojniku
zdania B i wyciagamy z takich zatozen wszelkie konsekwencje — podobnie jak to czynilismy
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przy badaniu tautologii i kontrtautologii. Gdy okaze sig, ze ostatecznie nigdzie nie wystapi
sprzecznos¢, bedzie to oznaczaé, ze sytuacja gdzie zdanie A jest prawdziwe, a B fatszywe
moze zaistnie¢, a wiec, zgodnie z definicja wynikania, ze zdania A nie wynika logicznie
zdanie B. Gdy natomiast wyciagajac konsekwencje z przyjetego zatozenia dojdziemy do
sprzecznosci, bedzie to wskazywac, ze nie jest mozliwe aby A byto prawdziwe a B falszywe,

a zatem, ze ze zdania A wynika logicznie zdanie B.

DO ZAPAMIETANIA:

W skrdcie metoda badania czy z jednego zdania wynika zdanie drugie
wyglada nastepujaco:

— piszemy schematy zdan;

— zakladamy, ze pierwsze zdanie jest prawdziwe, a drugie fatszywe;
— wyciagajac z zalozonej sytuacji konsekwencje, sprawdzamy, czy moze ona wystapic;
— jezeli otrzymamy sprzeczno$¢, swiadczy to, ze ze zdania A wynika logicznie zdanie

B; jesli sprzecznosci nie ma, ze zdania A nie wynika B.

1.6.2. PRAKTYKA: SPRAWDZANIE, CZY Z JEDNEGO ZDANIA
WYNIKA DRUGIE.

Przyklad:

Sprawdzimy, czy ze zdania Gospodarka rozwija sie dobrze wtedy i tylko wtedy, gdy
podatki nie sq wysokie, wynika logicznie zdanie Jezeli podatki sq wysokie, to gospodarka nie
rozwija sie dobrze.

Schematy powyzszych zdan wygladaja nastepujaco:

P=~q

q—>~p

p — gospodarka rozwija si¢ dobrze, q — podatki sa wysokie.
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f% Uwaga na btedy!

Nalezy bezwzglednie pamietaé o zastepowaniu tych samych zdan prostych

wystepujacych w roznych miejscach przez te same zmienne.

Sprawdzamy teraz, czy moze zaj$¢ sytuacja, aby pierwsze zdanie bylo prawdziwe, a

drugie fatszywe.
1
P=~q
q—>~p
0

Z fatszywosci implikacji mozemy okresli¢ wartosci logiczne zmiennych p oraz q i
przenies¢ je do pierwszego zdania:

11 1

P=~q

q—>~p

1001

Gdy na podstawie prawdziwosci q obliczymy wartos¢ prawej strony réwnowaznosci
otrzymamy ewidentna sprzecznos¢ - prawdziwa rownowaznos¢ z jednym czitonem
prawdziwym, a drugim fatszywym.

1101

P=~q

q—>~p

1001

Widzimy zatem, ze sytuacja aby pierwsze zdanie byto prawdziwe, a drugie fatszywe nie
jest mozliwa. Mozemy zatem powiedzie¢, ze ze zdania Gospodarka rozwija sie dobrze wtedy
i tylko wtedy, gdy podatki nie sq wysokie wynika logicznie zdanie Jezeli podatki sq wysokie,

to gospodarka nie rozwija sie dobrze.
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f% Uwaga na btedy!

W opisany wyzej sposéb sprawdzamy zawsze, czy z pierwszego zdania wynika
zdanie drugie, a nie na odwrét. Zdarza sie, iz niektdrzy nie zwracajg uwagi na te
istothng réznice i na zasadzie ,co$ z czego$ wynika” beztrosko dajg odpowiedz:
zdanie pierwsze wynika z drugiego. Jest to bardzo duzy btad.

Przyklad:

Sprawdzimy, czy ze zdania Jesli na imprezie by/ Zdzisiek i Wacek, to impreza sie nie
udaZa, wynika logicznie zdanie Jesli impreza sie nie udafa, to byZ na niej Zdzisiek lub Wacek.

Schematy powyzszych zdan wygladaja nastgpujaco:

(PAg)—>~r

~r—>(pva)
Sprawdzamy teraz, czy mozliwa jest sytuacja, aby pierwsze zdanie byto prawdziwe, a
drugie fatszywe.

1
PAg)—>~r
~r—>(pva)

0
Z falszywosci implikacji na dole tatwo obliczamy wartosci ~ r, oraz p v @, a nastepnie
samych zmiennych p, q i r. Wartosci tych zmiennych przenosimy do pierwszego zdania:

0 01 O
(PAg)—>~r

~r—=>(pva
100000

Po obliczeniu wartosci koniunkcji p 1 q oraz negacji r, okazuje si¢, ze w badanych
schematach wszystko si¢ zgadza — nie ma zadnej sprzecznosci:

000 110
(Prg)—>~r

~r—>((pva)
100000
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Brak sprzecznosci swiadczy, ze jak najbardziej mozliwa jest sytuacja, aby pierwsze
zdanie byto prawdziwe, a drugie falszywe. Stwierdzamy zatem, ze w tym wypadku zdanie

drugie nie wynika logicznie ze zdania pierwszego.

1.6.3. WYKORZYSTANIE POJECIA TAUTOLOGII.

Do sprawdzania, czy z jednego zdania wynika logicznie drugie zdanie, wykorzystaé
mozna réwniez pojecie tautologii. Jedno z wazniejszych twierdzen logicznych, tak zwane
twierdzenie o dedukcji, gtosi bowiem co nastepuje: ze zdania A wynika logicznie zdanie B
wtedy i tylko wtedy, gdy formuta A — B jest tautologia.

Aby, postugujac sie twierdzeniem o dedukcji, sprawdzi¢ czy z jednego zdania wynika
drugie, musimy napisa¢ schematy tych zdan, nastepnie potaczy¢ je spojnikiem implikacji, po
czym sprawdzi¢, czy tak zbudowana formuta jest tautologia. Jesli formuta jest tautologia, to
oznacza to, iz ze zdania pierwszego wynika logicznie zdanie drugie; jesli formuta tautologia

nie jest, wynikanie nie zachodzi.

Przyklad:

Sprawdzimy, tym razem przy pomocy twierdzenia o dedukcji, rozpatrywany juz
przyktad — czy ze zdania Gospodarka rozwija sie dobrze wtedy i tylko wtedy, gdy podatki nie
sq wysokie, wynika logicznie zdanie Jezeli podatki s¢ wysokie, to gospodarka nie rozwija sie
dobrze.

Formuta powstata z potaczenia implikacja schematow zdan wyglada nastepujaco:

(p=~a)—>(@—>~p)

Sprawdzenie, czy jest ona tautologia jest bardzo proste:

(p=~q)—>@—>~p)
1101 0 1001

Otrzymana sprzecznos¢ swiadczy, ze formula jest tautologia, a wigc, zgodnie z

twierdzeniem o dedukcji, ze zdania pierwszego wynika logicznie zdanie drugie.

Przyklad:
Sprawdzimy przy pomocy twierdzenia o dedukcji czy ze zdania Jesli na imprezie by?
Zdzisiek i Wacek, to impreza sie nie udafa, wynika logicznie zdanie Jesli nie by/fo Zdziska i

nie byfo Wacka, to impreza udafa sie.
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Po potaczeniu implikacja schematéw powyzszych zdan otrzymujemy formute:
[Prd)—>~pl=>[pAr~a)—T]
Po zatozeniu 0 pod gtdwnym spojnikiem otrzymujemy ostatecznie:

[Prg)—>~1l=>[(~pAr~q)—>T1]
000 1100 1011000

Brak sprzecznosci swiadczy, ze formuta nie jest tautologia. A zatem ze zdania

pierwszego nie wynika logicznie zdanie drugie.
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1.7. WNIOSKOWANIA.

1.7.1. LYK TEORILI.

QE ) Whnioskowanie jest to proces myslowy, podczas

. ktorego na podstawie uznania za prawdziwe pewnych zdan
(przestanek) dochodzimy do wuznania kolejnego zdania

"\<\ (konkluzji). Gdy kto$ na podstawie wiary, iz jesli jaskoi
rano nisko latajg, to po pofudniu bedzie deszcz, oraz faktu, iz

LYK TRO @ dzis rano jaskdZki nisko latajg, dochodzi do wniosku, ze dzis

po pofudniu bedzie padad, to jest to wiasnie wnioskowanie.

Badanie logicznej poprawnosci wnioskowania wiaze si¢ scisle z pojeciem wynikania
logicznego. Mowimy bowiem, iz wnioskowanie jest poprawne, jesli wniosek wynika
logicznie z przestanek. Gdy badalismy, czy z jednego zdania wynika logicznie drugie zdanie,
sprawdzalismy jednoczesnie, jeszcze o tym nie wiedzac, poprawnos¢ bardzo prostego
wnioskowania, w ktorym pierwsze zdanie peini role jedynej przestanki, a drugie wniosku.
Obecnie zajmiemy si¢ wnioskowaniami z wieksza iloscia przestanek.

Sprawdzenie poprawnosci wnioskowania rozpoczynamy od napisania schematow
wszystkich zdan wchodzacych w jego sktad. Schematy przestanek piszemy nad kreska,
schemat wniosku pod kreska. Taki, znany juz z poprzedniego rozdziatu, uktad schematow
nazywamy reguta wnioskowania (lub reguta inferencji, albo po prostu reguta).

Nazwa ,,reguta” mogtaby sugerowac, ze jest to cos zawsze poprawnego — tak jednak nie
jest; wsrod regut wyrdzniamy bowiem reguly dedukcyjne (inaczej méwiac niezawodne) i
reguty niededukcyjne (zawodne). Reguta dedukcyjna (niezawodna), to taka, w ktorej
wniosek wynika logicznie z przestanek, natomiast w przypadku reguty niededukcyjnej
(zawodnej) wniosek nie wynika logicznie z przestanek.

Badanie dedukcyjnosci reguty przeprowadzamy sprawdzajac, czy mozliwa jest sytuacja,
aby wszystkie przestanki byty prawdziwe, a jednoczesnie wniosek fatszywy. Jesli sytuacja
taka moze wystapic¢ (nigdzie nie pojawia sie sprzecznosc) to znaczy to, ze dana regula jest
niededukcyjna (zawodna), a to z kolei swiadczy o tym, ze oparte na tej regule wnioskowanie
jest z logicznego punktu widzenia niepoprawne. Gdy natomiast zatozenie prawdziwosci
przestanek i fatszywosci wniosku doprowadzi do sprzecznosci, swiadczy to, ze mamy do
czynienia z reguta dedukcyjna (niezawodna), a zatem oparte na niej wnioskowanie jest

poprawne.
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DO ZAPAMIETANIA:
W  skrécie sprawdzenie  poprawnosci  wnioskowania  wyglada
nastepujaco:
— piszemy schematy zdan w postaci reguty;
zaktadamy, ze wszystkie przestanki sa prawdziwe, a wniosek

fatszywy;
— wyciagajac z zatozonej sytuacji konsekwencje, sprawdzamy, czy moze ona

faktycznie wystapic;

— jezeli otrzymamy sprzecznosé, swiadczy to, ze reguta jest dedukcyjna (niezawodna):
wniosek wynika logicznie z przestanek, a zatem badane wnioskowanie jest
poprawne; jesli sprzecznosci nie ma, to znak, ze regula jest niededukcyjna
(zawodna): wniosek nie wynika z przestanek, a wigc wnioskowanie jest logicznie

niepoprawne.

1.7.2. PRAKTYKA: SPRAWDZANIE POPRAWNOSCI

WNIOSKOWAN.

Przyklad:

Sprawdzimy poprawnos¢ wnioskowania: Jesli Wacek dostaZ wyp/ate to jest w barze lub
u Zenka. Wacka nie ma w barze. Zatem Wacek nie dostaZ wyp/aty.

We wnioskowaniu tym widzimy dwa zdania stanowiace przestanki oraz oczywiscie
zdanie bedace wnioskiem. Wniosek poznajemy zwykle po zwrotach typu ,,zatem”, ,,a wigc”

itp. Schematy zdan utozone w formie reguty, na ktorej opiera si¢ powyzsze wnioskowanie,
wygladaja nastepujaco:

PRIESHFANKL  PRANDZIWE ...

p—>(@vr), ~q
“p @Qw
Badajac, czy regula jest niezawodna, a wigc, czy m /})}
wniosek wynika z przestanek, sprawdzamy, czy mozliwa N O vz

jest sytuacja aby wszystkie przestanki byly prawdziwe, a

A WUNIOSEW  FAESZYNY

jednoczesnie wniosek fatszywy:

/
pi(qu), }q Q;%%g}{/

~Pp
0

QEGULA ZTARODNA
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Dalsze kroki, ktére musimy wykona¢ przedstawiaja Sie¢ nastepujaco: obliczamy wartosci
zdan p oraz g na podstawie znajomosci wartosci ich negacji; nastepnie przepisujemy te
wartosci i wiedzac, iz prawdziwa implikacja z prawdziwym poprzednikiem musi mie¢
prawdziwy nastepnik, wpisujemy wartos¢ 1 nad spéjnikiem alternatywy; znajac wartos¢
alternatywy oraz jednego z jej cztondw — q, obliczamy wartos¢ r — 1:

11011 10
p—>@Qvr, ~q
~p
01

Poniewaz przy takich podstawieniach nie pojawia si¢ nigdzie sprzecznos¢, wykazalismy
ze mozliwa jest sytuacja, aby przestanki byty prawdziwe, a wniosek fatszywy. Powyzsza
regula jest zatem zawodna, czyli jej wniosek nie wynika z przestanek. Na podstawie tych

faktow mozemy dac ostateczna odpowiedz, iz badane wnioskowanie nie jest poprawne.

Przyklad:

Zbadamy teraz poprawnos¢ wnioskowania bedacego modyfikacja rozumowania z
poprzedniego przyktadu. Jesli Wacek dostaZ wyp/ate to jest w barze lub u Zenka. Wacka nie
ma w barze. Zatem Wacek nie dostaZ wyp/aty lub jest u Zenka.

Badajac regute, na ktdrej oparte jest wnioskowanie zaczynamy nastepujaco:

1 1
p—>(Qvr), ~q

~pvr
0

Nastepnie obliczamy wartosci cztonéw alternatywy we wniosku oraz wartos¢ q.
Wartosci te przepisujemy do pierwszej przestanki i stwierdzamy, ze falszywa musi by¢
alternatywa (g v r), poniewaz falszywe sa oba jej cztony. Po blizszym przyjrzeniu si¢

implikacji odkrywamy w niej sprzecznosc:

11000 10

p—>(@Qvr), ~q
~pvr
0100
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Pokazalismy, ze tym razem nie jest mozliwa sytuacja, aby przestanki byty prawdziwe, a
wniosek fatszywy. Powyzsza reguta jest zatem niezawodna, a badane wnioskowanie

poprawne.

UWAGA!

Badajac dedukcyjnos¢ regut, podobnie jak przy sprawdzaniu czy formuta jest tautologia
lub kontrtautologia, sprzecznosci moga pojawi¢ sie w roznych miejscach. Na przyktad w
powyzszym przyktadzie ostateczny wynik mogt wyglada¢ nastepujaco:

11 010 10

p—>@vr), ~q
~pwvr
0100

Oczywiscie jest to rownie dobre rozwiazanie.

Przyklad:

Sprawdzimy poprawnosé nastepujacego wnioskowania: Jesli ,,Lolek™ jest agentem, to
agentem jest tez ,,Bolek™, zas nie jest nim ,,Tola”. Jesli ,,Bolek™ jest agentem, to jest nim tez
,.Lolek” lub ,,Tola”. Jesli jednak ,,Tola” nie jest agentem, to jest nim ,,Lolek™ a nie jest
,.Bolek™. Tak wiec to ,,Tola” jest agentem.

Reguta na ktdrej oparte jest powyzsze wnioskowanie wyglada nastepujaco:

P=>(@A~1),d>(Pvr), ~r=>((PAaA~0q)

r
Po zatozeniu prawdziwosci przestanek oraz falszywosci wniosku, a nastepnie
przepisaniu wszedzie wartosci r otrzymujemy:

1 0 1 0 01
Pp=>@A~1),q—=>(@EvrN, ~r->pPA~q)

r
0

Teraz mozemy obliczy¢ wartosé negacji r. W trzeciej przestance majac prawdziwa
implikacjeg z prawdziwym poprzednikiem stwierdzamy, ze prawdziwy musi by¢ jej nastgpnik

— koniunkcja p A ~ . Teraz tatwo obliczamy wartosci p oraz q i przepisujemy je. Po
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obliczeniu wartosci koniunkcji w pierwszej przestance oraz alternatywy w drugiej
otrzymujmy:

11001001 110 101 1110

p>@Aa~1), q>PVvr), ~r>((pPa~q)

r
0

Sprzeczno$¢ w pierwszej przestance pokazuje, iz nie jest mozliwa sytuacja, aby

przestanki byty prawdziwe, a wniosek fatszywy. Wnioskowanie jest wigc poprawne.

1.7.3. WYKORZYSTANIE POJECIA TAUTOLOGII.

Do sprawdzenia poprawnosci wnioskowania mozna rowniez wykorzysta¢ pojecie
tautologii, w podobny sposéb, jak to czynilismy przy okazji sprawdzania, czy z jednego
zdania wynika logicznie drugie zdanie. Twierdzenie o dedukcji méwi bowiem, ze reguta jest
niezawodna (a zatem oparte na niej wnioskowanie poprawne) gdy tautologia jest implikacja,
ktorej poprzednik stanowia potaczone spojnikami koniunkcji przestanki, a nastepnik —

whniosek.

Przyklad:

Zbadamy przy pomocy twierdzenia o dedukcji nastepujace wnioskowanie:

Jezeli to nie Ted zastrzelif Billa, to zrobiZ to John. Jesli zas John nie zastrzelif Billa, to
zrobiZ to Ted lub Mike. Ale Mike nie zastrzeli Billa. Zatem to Ted zastrzeli/ Billa.

Reguta na ktdrej opiera sie wnioskowanie wyglada nastepujaco:

~p—>d ~q->@Evn), ~r

p
Aby mdc skorzysta¢ z twierdzenia o dedukcji musimy zbudowaé implikacje, ktorej

poprzednik beda stanowi¢ potaczone spojnikami koniunkcji przestanki, a nastepnik —
whniosek. Praktycznie czynimy to tak, ze bierzemy w nawias pierwsza przestanke, taczymy ja
koniunkcja z wzigta w nawias druga przestanka, bierzemy powstate wyrazenie w nawias i
taczymy koniunkcja z wzigta w nawias trzecia przestanka, nastgpnie bierzemy wszystkie
przestanki w jeden najwigkszy nawias i taczymy to wyrazenie z wnioskiem przy pomocy
symbolu implikacji:

{Ep—=>PAl~a>PvNIA~-n—>p
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Nastepnie sprawdzamy, czy formuta ta jest tautologia. Poniewaz w powyzszym
schemacie mamy bardzo duzo nawiaséw, trzeba to robi¢ bardzo uwaznie. Wazne jest, aby
dobrze zlokalizowa¢ gtowny spéjnik poprzednika implikacji:

{Gp>D)Al~g>pEvDIA~-N—>p

1 00

Poniewaz mamy prawdziwa koniunkcje, to prawdziwe musz¢ by¢ oba jej cziony —
koniunkcja w nawiasie klamrowym oraz ~ r. Znowu mamy prawdziwa koniunkcje, z czego
whnioskujemy o prawdziwosci implikacji ~p — qoraz ~q — (p v r). Wartosci p i r mozemy
przepisac tam, gdzie zmienne te jeszcze wystepuja:

{Gp—=>)Al~qg>(PvD}A~nD—>p

101 1 10 0 11000

W pierwszym nawiasie majac prawdziwa implikacje z prawdziwym poprzednikiem
mozemy obliczy¢ wartos¢ q — 1. Po przepisaniu jej oraz obliczeniu wartosci ~ q i alternatywy
p v r otrzymujemy:

{Gp->DAl~g>@EVvDIA~D—>p

10111 011000 1100 O

Przy takim podstawieniu symboli 0 i 1 w badanej formule nie wystepuje nigdzie

sprzecznos¢. Formuta nie jest wiec tautologia, z czego wnioskujemy, ze reguta na ktorej

opiera si¢ wnioskowanie jest zawodna, a samo wnioskowanie niepoprawne.

f% Uwaga na btedy!

W powyzszym przykiadzie badalismy niezawodnos¢ (dedukcyjnosc) reguty
korzystajgc z pojecia tautologii. Nie wolno jednak myli¢ poje¢ i mowi¢ na przyktad, ze
reguta jest (badz nie jest) tautologig, albo ze formuta jest (lub nie jest) dedukcyjna.
Podkresimy wiec:

Tautologig moze by¢ (lub nie by¢) pojedyncza formuta.

Dedukcyjna (niezawodna) moze by¢ (lub nie by¢) reguta, czyli cigg formut.

Mozna badac¢ dedukcyjnos¢ reguty korzystajac z pojecia tautologii, ale wtedy

musimy najpierw zbudowaé odpowiednig formute.
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1.7.4. CZESTO ZADAWANE PYTANIA.
Czym wnioskowanie rozni sie od wynikania?
Whioskowanie to pewien proces myslowy zachodzacy w

gtowie rozumujacej osoby, lub przyktadowo zapisany na papierze.

Wynikanie natomiast to zwiazek mogacy zachodzi¢ pomiedzy
przestankami i wnioskiem. Wnioskowanie moze by¢ logicznie
poprawne — wtedy gdy miedzy przestankami a wnioskiem zachodzi stosunek wynikania, lub

logicznie niepoprawne, gdy stosunek taki nie zachodzi.

Czym rozni sie sprawdzenie poprawnosci wnioskowania, od sprawdzenia, czy z jednego
zdania wynika logicznie drugie zdanie?

Praktycznie niczym si¢ nie rozni. Wnioskowania moga mie¢ rozna ilos¢ przestanek:
jedna, dwie, trzy,... dziesie¢,... szes¢dziesiat itd. Sprawdzajac czy wnioskowanie jest
poprawne, sprawdzamy czy wniosek wynika logicznie z przestanek. Gdy mamy
wnioskowanie z tylko jedna przestanka, po prostu sprawdzamy, czy wniosek z niej wynika, a
wigc czy z jednego zdania wynika drugie zdanie. MOwiac jeszcze inaczej: sprawdzenie, czy z
jednego zdania wynika drugie zdanie jest po prostu sprawdzeniem poprawnosci

wnioskowania majacego tylko jedna przestanke.
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SLOWNICZEK.

Amfibolia — wyrazenie wieloznaczne, dopuszczajace kilka mozliwosci interpretacji. Na
gruncie rachunku zdan amfiboliami sa wyrazenia, w ktorych nie jest jednoznacznie okreslony
spéjnik gtowny. Np. p v g — r moze by¢ rozumiane jako implikacja (p v q) — r, badz tez
jako alternatywa p v (g — r). W jezyku naturalnym amfibolia jest na przyktad zdanie:

Oskarzony zakopa# fup wraz z tesciowg.

Falsz logiczny — (zdanie wewngtrznie sprzeczne) — zdanie, ktérego schematem jest

kontrtautologia.

Formula — wedtug scistej definicji formuta jest to wyrazenie zawierajace zmienne.
Mozemy rowniez powiedzie¢, iz formuta danego rachunku logicznego nazywamy kazde
poprawnie zbudowane wyrazenie tego rachunku. Formutami klasycznego rachunku zdan sa
np..p, ~q (PAQ=~r1 pv-~(—s), natomiast nie sa formutami tego rachunku

wyrazenia:p~q, > (pAQ), p=vaq.
Kontrtautologia — formuta bedaca schematem wytacznie zdan fatszywych.
Prawda logiczna — zdanie, ktérego schematem jest tautologia.

Regula - (reguta wnioskowania, reguta inferencji) ciag formut wsrod ktorych
wyroznione sa przestanki i wniosek. Mozna powiedzie¢, ze reguta jest schematem catego

wnioskowania, tak jak formuta jest schematem pojedynczego zdania.

Reguta dedukcyjna — (reguta niezawodna) — reguta w ktorej niemozliwe jest, aby
przestanki staty si¢ schematami zdan prawdziwych, natomiast wniosek schematem zdania

falszywego. Oparte na takiej regule wnioskowanie jest logicznie poprawne (dedukcyjne).

Schemat gtéwny zdania — jest to schemat zawierajacy wszystkie spdjniki logiczne
dajace si¢ wyodrebni¢ w zdaniu (najdiuzszy mozliwy schemat danego zdania). Np. w
przypadku zdania Jezeli nie zarobie wystarczajgco duzo lub obleje sesje na uczelni to nie
pojade na wakacje, formuta p — g (p — nie zarobie wystarczajgco duzo lub obleje sesje na
uczelni, q — nie pojade na wakacje) nie jest jego schematem gtownym. Schemat gtéwny tego
zdania wyglada nastepujaco: (~ p v q) — ~ r. (p — zarobie wystarczajqco duzo, q — obleje
sesje na uczelni, r — pojade na wakacje). Mdéwiac ,,schemat zdania” rozumiemy przez to na

0g6t domyslnie schemat gtowny.
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Spéjnik glowny — spéjnik niejako wiazacy w catos¢ cata formute. W kazdej formule
musi by¢ taki spdjnik i moze by¢ on tylko jeden. W formule (p v q) — r spdjnikiem gtéwnym

jest implikacja, w formule p v (g — r) — alternatywa, natomiast w ~ [(p v q) — r] negacja.

Spojnik logiczny — spojnikami logicznymi sa wyrazenia nieprawda, ze; lub; i;
jesli...to...;wtedy i tylko wtedy w znaczeniu scisle zdefiniowanym w tabelkach zero-

jedynkowych.

Stala logiczna — state logiczne wraz ze zmiennymi i znakami interpunkcyjnymi
(nawiasami) sktadaja si¢ na jezyk danego rachunku logicznego. Do statych logicznych KRZ

zaliczamy spdjniki logiczne.

Tautologia — formuta bedaca schematem wytacznie prawdziwych zdan. Innymi stowy,
tautologia jest to formuta, ktora nie jest w stanie sta¢ si¢ schematem zdania falszywego,

niezaleznie od tego, jakie zdania podstawialibysmy za obecne w niej zmienne.
Wartos¢ logiczna zdania — prawdziwos¢ lub fatszywos¢ zdania.

Whioskowanie — proces myslowy, podczas ktdrego na podstawie uznania za prawdziwe

pewnych zdan (przestanek) dochodzimy do uznania kolejnego zdania (konkluzji).

Zdanie — méwiac ,,zdanie” rozumiemy przez to w logice ,,zdanie w sensie logicznym”.

Zdaniami w sensie logicznym sa tylko zdania oznajmujace.
Zdanie proste — zdanie w ktérym nie wystepuje zaden spdjnik logiczny.

Zmienna zdaniowa — symbol, za ktéry mozna podstawi¢ zdanie. W klasycznym

rachunku zdan zmienne zdaniowe symbolizowane sa na ogét przez litery p, g, r, s, itd.

71



Rozdzial Il

SYLOGISTYKA.
WSTEP.

Opisany w poprzednim rozdziale klasyczny rachunek zdan nie jest niestety narzedziem
nadajacym si¢ do analizy wszelkich rozumowan. Aby si¢ o tym przekona¢, rozwazmy
nastepujace rozumowanie: Kazdy jamnik jest psem. Kazdy pies jest ssakiem. Zatem kazdy
jamnik jest ssakiem. Nawet dla osoby nie znajacej logiki powinno by¢ oczywiste, ze jest to
rozumowanie poprawne. Ci, ktdrzy cho¢ w zarysach przypominaja sobie pojecie
wynikania logicznego tatwo zauwaza, ze nie jest mozliwe, aby przestanki byty prawdziwe,
a wniosek fatszywy, a wigc wniosek, jak si¢ wydaje, wynika z przestanek. Sprobujmy
jednak zbada¢ powyzsze rozumowanie na gruncie rachunku zdan. Poniewaz ani przestanki,
ani wniosek nie zawieraja w sobie spojnikéw logicznych, ich schematami beda
reprezentujace zdania proste pojedyncze zmienne zdaniowe. Reguta, na ktdrej
wnioskowanie to jest oparte, wyglada zatem nastepujaco:

P. g

r
Reguta ta nie jest oczywiscie dedukcyjna, gdyz nic nie stoi na przeszkodzie, aby zaszta
sytuacja:

11
P, q

r
0

Jaki morat wynika z powyzszego przyktadu? Ktos modgtby powiedzie¢, ze logika jest
sprzeczna ze zdrowym rozsadkiem — rozumowanie w sposéb oczywisty poprawne okazato sie
na gruncie logiki btednym. Nie jest to jednak dobry wniosek. Prawda jest taka, ze do analizy
powyzszego przyktadu uzylismy niewlasciwego narzedzia. Zamiast rachunku zdan nalezato
tu bowiem wykorzysta¢ system nazywany sylogistyka (teoria sylogizmow) lub czasem
rachunkiem nazw.

Na marginesie dodajmy, ze sylogistyka jest najstarszym systemem logicznym -
opracowana zostata w IV w p.n.e przez greckiego filozofa Arystotelesa.
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2.1. SCHEMATY ZDAN.

2.1.1. LYK TEORII.
Podobnie jak to byto w przypadku rachunku zdan,

poznanie teorii sylogizméw rozpoczniemy od nauki
zapisywania schematéw zdan. Na gruncie sylogistyki role
statych logicznych petnia nie spojniki zdaniowe, ale cztery
nastgpujace zwroty: kazde... jest..., zZadne... nie jest...,

niektore... sq..., niektore... nie sq... . Sporzadzanie

schematéw zdan polega¢ bedzie na wyszukiwaniu tych

ENK TEO 1)

zwrotow i zastepowaniu ich odpowiednimi symbolami.
Przyjeto sig, ze zwrot kazde... jest... oznaczany jest symbolem litery ,,a”, zaden... nie jest... —
litery,,e”, niektore... sq... — ,,i”, niektére... nie sq... — ,,0”. Latwo zauwazy¢, ze aby przy
uzyciu takich zwrotow powstalty sensowne wyrazenia, w miejscach wykropkowanych
znajdowac sig¢ powinny nazwy, na przyktad kazdy pies jest ssakiem, Zaden student nie jest
analfabetq, niektorzy politycy nie sq zfodziejami itp. Z tego wilasnie powodu, ze elementami
taczonymi przez state logiczne sa tu nazwy, sylogistyka nazywana jest rachunkiem nazw.

Kz CR .S
FZEA0@ coo MR [EH 000
MEELIORE ooo BE) ooo
RO oo LB 88 o

ERcra ) . - -
LAV (A TNJ&QDZ_%C‘T’LH ZQPF} J\"llE, TUAE My

PUER NS ZE G0 Uy RATY e

- ) i v

ZOANMYACH  PRE CZALYLH — 525518 P ra
o, /‘

DRUER, LiTE Rz

W tym miejscu konieczne jest mate wyjasnienie odnosnie nazw. Nikt nie ma
watpliwosci, ze nazwami sa takie wyrazenia jak pies, ssak, student, czy z/odziej. Trzeba
jednak koniecznie zaznaczy¢, ze nazwa wecale nie musi sktada¢ sie tylko z jednego
rzeczownika — nazwami sa rowniez na przyktad takie wyrazenia jak duzy pies, pilny student
uniwersytetu, czy tez zfodziej poszukiwany listem gorziczym w cafym kraju. Nazwy nie musza
tez odnosi¢ si¢ jedynie do obiektow fizycznych — moga one wskazywaé réwniez ,,byty”

bardziej abstrakcyjne — na przyktad uczucia, wiasnosci czy tez procesy dziejace si¢ w czasie.
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Nazwami sa wigc wyrazenia takie jak wielka mifos¢, zelazne zdrowie, egzamin z logiki, strach
przed sprawdzianem, wyprawa w kosmos lub zapalenie wyrostka robaczkowego.

Obiekty wskazywane przez nazwy okreslamy mianem desygnatow danej nazwy. Tak
wiec na przyktad kazdy z nas jest desygnatem nazwy czfowiek. Zbidr wszystkich desygnatow
nazwy to zakres (lub inaczej: denotacja) nazwy.

Problematyka nazw doktadniej zostanie oméwiona w rozdziale IV.

Zmienne odpowiadajace nazwom w schematach sylogistycznych przyjeto sie¢ oznacza¢
przy pomocy duzych liter S oraz P — symbole te pochodza one od tacinskich nazw subiectum
— podmiot, oraz praedicatum — orzecznik.

Poniewaz w sylogistyce mamy tylko cztery state logiczne, a kazda z nich moze taczy¢
tylko dwie nazwy, w systemie tym istnieje mozliwos¢ napisania jedynie czterech rodzajow
schematéw: S a P — oznaczajacy zdanie kazde S jest P, S e P — zadne S nie jest P, Si P —
niektore S sq P (lub: istniejg S bedgce P), oraz S o P — niektore S nie sq¢ P (lub: istniejg S nie
bedgce P). Zdania tych czterech typéw nazywamy zdaniami kategorycznymi.

Zdania kategoryczne typu kazde S jest P oraz zadne S nie jest P nazywamy zdaniami
ogélnymi — poniewaz stwierdzaja one pewien fakt dotyczacych wszystkich obiektow
objetych nazwa S; zdania typu niektore S sq P oraz niektdére S nie s¢ P nazywamy zdaniami
szczegOlowymi — bo méwia one tylko o niektorych S.

Dodatkowo zdania kazde S jest P i niektore S sq P okreslamy jako zdania twierdzace,
natomiast zadne S nie jest P oraz niektore S nie sq P zdaniami przeczacymi.

Oto tabelka systematyzujaca powyzsze wiadomosci.

Zdania kategoryczne:

schemat Zdanie nazwa zdania
SaP |kazdeS jestP zdanie ogolno-twierdzace
SeP |zadne S nie jestP zdanie ogolno-przeczace
SiP |niektdre S sa P (istnieja S bedace P) zdanie szczegotowo-twierdzace
SoP [niektore S nie sa P (istnieja S nie bedace P) |zdanie szczegbtowo-przeczace

Nalezy zwrdci¢ uwage na specjalne, nieco inne od potocznego, znaczenie zdan
szczegoOtowych, jakie przyjmuja one w sylogistyce. Zwroty niektére oznaczaja tu bowiem
przynajmniej niektore, a nie tylko niektore.

Zdanie niektdre S sq P stwierdza tu tylko tyle, ze istnieja obiekty S bedace jednoczesnie

P, nie méwiac jednakze réwnoczesnie (wbrew temu, co si¢ potocznie przyjmuje), iz istnieja
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tez obiekty S nie bedace P. Zdania niektére S sq P nie nalezy wigc rozumie¢, ze tylko
niektore S sa P, ale ze istnieja pewne S (by¢ moze nawet wszystkie) bedace P.

Tak wiec na przyktad na gruncie sylogistyki za prawdziwe uzna¢ nalezy zdanie S i P,
gdy za S podstawimy nazwe pies, a za P — ssak. Stwierdza ono bowiem niektére psy sq
ssakami w znaczeniu, ze istnieja psy bedace jednoczesnie ssakami, a nie ze wsrod wszystkich
istniejacych psow tylko czes¢ z nich jest ssakami.

Podobna sytuacja zachodzi w przypadku zdania szczegotowo-przeczacego. Stwierdza ono
ze niektdre S nie sq P, w znaczeniu ze istnieja obiekty S nie bedace jednoczesnie P, nie
przesadzajac jednak, czy sa rowniez obiekty S bedace P. W zwiazku z tym za prawdziwe
nalezy uzna¢ zdanie niektdrzy ludzie nie sq ptakami jako stwierdzajace, iz istnieja ludzie
nie bedacy ptakami.

2.1.2. PRAKTYKA: ZAPISYWANIE SCHEMATOW ZDAN.
Poniewaz w sylogistyce mamy do czynienia jedynie z czterema mozliwymi typami zdan,
pisanie schematéw wydaje si¢ niezwykle proste. Jest tak faktycznie, choé¢, jak si¢ za chwile

okaze, tu réwniez kry¢ si¢ moga pewne utrudnienia.

Przyklad:

Napiszemy schemat zdania: Kazdy szpak jest ptakiem.

Schemat tego zdania to oczywiscie:

SaP,

gdzie poszczegOlne zmienne 0znaczaja nazwy: S — szpak, P — ptak.

Przyklad:

Napiszemy schemat zdania: Niektdrzy politycy nie sq zfodziejami.
Schemat tego zdania to:

SoP

S — polityk, P — z/odziej.
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Uwaga na btedy!

Piszgc co oznaczajg poszczegoblne zmienne nazwowe, podajemy nazwy w liczbie
pojedynczej, a wiec np. S oznacza nazwe polityk, a nie politycy, natomiast P
ztodziej, a nie zfodzieje.

2.1.3. UTRUDNIENIA | PULAPKI.
Wiegkszo$¢ problemdw mogacych pojawic sie przy pisaniu schematow

zdan na gruncie sylogistyki wynika z faktu, iz w jezyku potocznym mato

zdan ma forme doktadnie odpowiadajaca ktéremus ze schematéw zdan
kategorycznych, a wiec np. kazde [nazwa] jest [nazwa] czy tez niektore [nazwa] nie sq
[nazwa] itd. Ze wzgleddw stylistycznych, brzmia one na ogét troche (lub nawet catkiem)
inaczej — a to, ze sa to w istocie zdania kategoryczne odkrywamy dopiero po pewnym

namysle i odpowiedniej zmianie ich formy (cho¢ oczywiscie nie tresci).

Czy to jest nazwa?

Czesto problemem moze by¢ ustalenie nazwy odpowiadajacej zmiennej S lub P.

Przyklad:

Napiszemy schemat zdania: Niektorzy studenci sq pilni.

Wydaje sie oczywiste, ze mamy do czynienia ze zdaniem szczegotowo-twierdzacym, a
wigc jego schemat powinien wyglada¢ S i P. Problem moze pojawi¢ si¢ jednak, gdy trzeba
bedzie okresli¢, co oznacza zmienna P. Teoria moéwi, ze P musi odpowiada¢ jakas nazwa —
czy jednak wyrazenie pilni, (lub w liczbie pojedynczej pilny) jest nazwa? Otdz sam
przymiotnik pilny nazwa jeszcze nie jest, jednakze w kontekscie rozwazanego zdania petni on
role skrétu wyrazenia czfowiek pilny lub osoba pilna — i tak wiasnie nalezy go potraktowac.
Tak wigc ostateczne rozwiazanie zadania to:

SiP,

S - student, P — cz/owiek pilny.
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Przyklad:

Napiszemy schemat zdania: Zaden uczony nie przeczytaf wszystkich ksigzek.

Mamy tu oczywiscie do czynienia ze zdaniem ogdlno-przeczacym, a wiec jego schemat
powinien wyglada¢ S e P. Podobnie jednak jak w poprzednim przyktadzie trudnos¢ moze tu
sprawi¢ okreslenie nazwy odpowiadajacej zmiennej P — jak tatwo bowiem zauwazyc,
wyrazenie przeczytal wszystkie ksigzki nazwa na pewno nie jest. Pierwsza narzucajaca Si¢
mozliwoscia jest uznanie za termin P wyrazenia przeczytanie wszystkich ksigzek — jako nazwy
pewnego procesu. W takim jednak wypadku po podstawieniu tej nazwy do schematu S e P
otrzymalibysmy wyrazenie zaden uczony nie jest przeczytaniem wszystkich ksigzek — co nie
jest oczywiscie zdaniem, ktérego schemat mielismy napisa¢. Inna przychodzaca na mysl,
cho¢ rowniez btedna, mozliwoscia jest uznanie za P nazwy ksigzka lub kazda ksigzka. Wtedy
jednak réwniez otrzymalibysmy po podstawieniu nazw do schematu dos¢ absurdalnie
brzmiace wyrazenie — zaden uczony nie jest kazdg ksigzkq lub co$ podobnego. Prawidtowa
odpowiedz jest taka, ze zmienna P oznacza w przypadku badanego zdania nazwg — czfowiek,
ktory przeczyta? wszystkie ksigzki lub ewentualnie ktos, kto przeczyta wszystkie ksigzki. Po
podstawieniu tego terminu do schematu S e P otrzymamy bowiem zdanie Zzaden uczony nie
jest czlowiekiem, ktory przeczytal wszystkie ksigzki — a wiec wyrazenie doktadnie
odpowiadajace trescia zdaniu z przyktadu, tylko nieco inaczej sformutowane.

Tak wiec ostateczne rozwiazanie to:

SeP

S —uczony, P — czlowiek, ktdry przeczytal wszystkie ksigzki.

Uwaga na btedy!

W powyzszym przyktadzie mozna fatwo popetni¢ pomytke uznajac za P zdanie
przeczace: czfowiek, ktdry nie przeczytat wszystkich ksigzek. Jest to btad, poniewaz
przeczenie juz zostato oddane przy pomocy statej ,e” oznaczajgcej zaden nie jest.

Przyklad:

Napiszemy schemat zdania: Kazdy, kto cho¢ troche poznaf Jozefa, wiedziaZ, Zze nie mozna

mu ufac.
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Oczywiste jest, iz mamy do czynienia ze zdaniem ogolno-twierdzacym, a wigc jego
schemat bedzie wygladat: S a P. Co jednak beda oznaczaty zmienne S i P? Doswiadczenie z
poprzednich przyktaddéw podpowiada, ze P oznacza termin ktos, kto wiedziaZ, ze nie mozna
ufa¢ Jozefowi. Problem moze tu jednak rowniez sprawi¢ okreslenie znaczenia zmiennej S. Na
pewno nie jest to Jozef — co tatwo sprawdzi¢, prébujac podstawi¢ te nazwe do schematu kazde
S jest P. S w powyzszym przyktadzie oznacza nazwe — ktos, kto choc¢ troche poznaf Jozefa.
Tak wigc mamy ostateczne rozwiazanie:

SaP

S — ktos, choc troche poznaf Jozefa, P — ktos, kto wiedzia/, ze nie mozna ufaé Jozefowi.

Uwaga na btedy!

W powyzszym przykitadzie btedem bytoby napisanie, ze S oznacza kazdy, kto

cho¢ troche poznat J6zefa. Stowo kazdy zostato juz bowiem oddane w symbolu ,a”.

Przyklad:

Napiszemy schemat zdania: Niektorzy nie lubig zwierzqt.

Jest to oczywiscie zdanie szczeg6towo-przeczace, a wiec 0 schemacie S o P. Zmiennej P
odpowiada nazwa — ktos kto lubi zwierzeta (pamigtamy, ze nie zostato juz oddane przy
pomocy statej ,,0”). Co jest jednak odpowiednikiem S? W badanym zdaniu nie wida¢ zadnego
wyrazenia, ktére mozna by za S podstawi¢ — poza zwrotem o lubieniu zwierzat oraz
wyrazeniem niektdrzy, ktore zostaje oddane przez stata ,,0” w zdaniu niczego wiecej juz nie
ma. Jednakze tres¢ zdania jasno wskazuje, ze owi niektdrzy, o ktérych ono méwi, cho¢ nie
stwierdza tego wprost, to ludzie. Tak wigc nazwa S to po prostu cz/owiek. Ostateczne
rozwiazanie:

SoP

S — cziowiek, P — ktos, kto lubi zwierzeta.

Czy to jest stafa logiczna?

Nie tylko odpowiadajace zmiennym S oraz P nazwy moga przybiera¢ réznorodne formy;
rowniez state logiczne wystepuja czasem pod zmieniona postacia.
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Przyklad:
Napiszemy schemat zdania: Ktokolwiek twierdzi, ze widziaf UFO, myli sie lub kzamie.
Woprawdzie w zdaniu tym nie wystepuje wprost zadne z wyrazen odpowiadajacych
statym a, e, I, 0, jednakze oczywiste jest, ze ktokolwiek to odpowiednik zwrotu wszyscy, czy
tez kazdy, a wigc mamy do czynienia ze zdaniem ogolno-twierdzacym:
SaP
S — ktos, kto twierdzi, ze widzia? UFO, P — ktos, kto myli sie lub kfamie.

Przyklad:

Napiszemy schemat zdania: Nikt nie lubi gdy inni go krytykujq.
W tym wypadku nikt, to odpowiednik zwrotu zaden:

SeP

S — cziowiek, P — ktos, kto lubi, gdy inni go krytykujg.

f% Uwaga na btedy!

Niektorzy moga poczatkowo btednie sadzi¢, ze zmiennej S odpowiada nazwa
nikt lub ktos, kto czego$ nie lubi. Ze nie sg to dobre odpowiedzi tatwo sie
przekona¢ wstawiajgc te terminy za S w schemacie S e P.

Czy jest tam jakas stafa logiczna?

Czasem wyrazenie odpowiadajace ktorejs ze statych logicznych moze by¢ w ogole
nieobecne (nie ma go nawet w innej formie), jednakze mozna si¢ go domysli¢ z tresci
zdania.

Przyklad:

Napiszemy schemat zdania: Kto rano wstaje, temu Pan Bog daje.

Wprawdzie w powyzszym zdaniu nie ma wyrazenia kazdy, zaden, ani niektory (nawet w
innej formie), jednakze zapewne kazdy znajacy to powiedzenie uzna, ze mamy do czynienia
ze zdaniem og6lnym, odnoszacym si¢ domyslnie do wszystkich ludzi. Tak wiec schemat

zdania wyglada nastepujaco:
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SaP

S — ktos, kto rano wstaje, P — ktos, komu Pan Bog daje.

Co zrobié z negacjq?

Zdarza si¢ czasem, ze mamy do czynienia z wyrazeniem, ktore stanowi negacje ktéregos
ze zdan kategorycznych. Szczegolne czesto negacja wystepuje przy zdaniach ogolno-
twierdzacych.

Przyklad:
Napiszemy schemat zdania: Nie kazdy polityk wierzy w to, co mowi.

Na pierwszy rzut oka wida¢, ze powyzsze wyrazenie stanowi negacjg zdania S a P.
Teoretycznie wigc jego schemat mozna by zapisa¢ ~ (S a P) — i faktycznie czasami si¢ tak
robi. Jednakze w tradycyjnie ujetej sylogistyce negacje nie wystepuja. Nie sa one zreszta
konieczne, poniewaz negacje kazdego ze zdan kategorycznych mozna odda¢ przy pomocy
rownowaznego mu innego zdania, juz bez negacji. Po chwili zastanowienia kazdy przyzna,
ze zdanie nieprawda, ze kazde S jest P mowi doktadnie to samo co niektore S nie sq P.
Przy uzyciu symboliki logicznej mozna by to zapisa¢ ~ (SaP)=SoP.

Weracajac do naszego przyktadu mozemy zatem powiedzie¢, ze zdanie nie kazdy polityk
wierzy w to, co mowi rbwnowazne jest zdaniu niektorzy politycy nie wierzg w to, co méwig.
Tak wigc jego schemat zapisa¢ mozna:

SoP
S — polityk, P — osoba, ktéra wierzy w to, co méwi.

DO ZAPAMIETANIA:
Oto jak mozna oddac negacje wszystkich zdan kategorycznych:

~(SaP)=SoP
~(SeP)=SiP
~(SiP)=SeP
~(SoP)=SaP

Przyklad:
Napiszemy schemat zdania: Nie jest prawdg, Ze niektdrzy uczeni sq nieomylni.

Zdanie to stanowi negacje zdania szczegétowo-twierdzacego (czyli ~ (S i P)), mozna wiec
je odda¢ przy pomocy schematu:

SeP
S — uczony, P — osoba nieomylna.
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Gdzie S, a gdzie P?

Czasem trudnos$¢ przy pisaniu schematu sprawi¢ moze okreslenie, ktéra nazwa odpowiada
zmiennej S, a ktora P.

Przyklad:
Napiszemy schemat zdania: Z#y to ptak, co wfasne gniazdo kala.

Podobnie jak w przypadku zdania kto rano wstaje, temu Pan Bdg daje mozna si¢
domyslaé, ze powiedzenie to ma charakter zdania og6lnego o schemacie S a P. Czy jednak
mozemy uzna¢, ze S odpowiada nazwie z#y ptak, a P — ptak kalajgcy wfasne gniazdo, jak
by sie to mogto wydawacé na pierwszy rzut oka? W takim wypadku otrzymalibysmy
stwierdzenie, ze kazdy z#y ptak kala wfasne gniazdo. Tymczasem w znanym powiedzeniu
chodzi raczej o cos przeciwnego — ze to kazdy ptak kalajgcy wfasne gniazdo, jest z2y. Tak
wigc faktycznie mamy do czynienia ze zdaniem o schemacie S a P, jednakze nazwa
odpowiadajaca zmiennej S zostata w nim umieszczona na koncu, a odpowiadajaca P — na
poczatku. Tak wigc ostateczne rozwiazanie to:

SaP
S — ptak kalajgcy wfasne gniazdo, P — z#y ptak.

Przyklad:
Napiszemy schemat zdania: Nie wszystko p
zloto, co Sie Swieci. R > ;é ~ ~
Oczywiste wydaje sig, ze powyzsze P N NS
T [

powiedzenie stanowi negacj¢ zdania o schemacie

S aP, awiec maono forme S o P. Co jednak jest M= WSZYSTRO Zwolo, o siE ShiEc

tu terminem S, a co P? Gdybysmy okreslili S jak

zifoto, a P jako cos, co sie swieci i podstawili je do schematu S o P (lub ~ (S a P) ),
otrzymalibysmy zdanie stwierdzajace, ze niektdre rodzaje ztota nie swieca sig, lub tez ze nie
jest prawda, iz kazde zioto si¢ swieci. Jak wida¢ nie jest to raczej to, o co chodzi w
rozwazanym przystowiu.

Aby sprawg wyjasni¢ zostawmy na chwilg negacje i przyjrzyjmy si¢ ogolnie zdaniom o
formie wszystko A, co B — nie mowia one bynajmniej, ze kazde A jest B, ale odwrotnie, ze to
kazde B jest A. Przyktadowo wszystko okazafo sie sfuszne, co w Zyciu uczynifem, stwierdza, ze
kazda rzecz, jaka w zyciu zrobitem, okazata si¢ stuszna, a nie, ze wszystkie rzeczy, jakie sa

stuszne, uczynitem w swoim zyciu.
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Tak wigc zdanie nie wszystko z/oto, co sie swieci stwierdza co$§ w rodzaju nie jest
prawdq, ze kazda rzecz swiecqca sie jest zfotem, czyli niektdre rzeczy swiecqce sie, nie sq
ziotem. Ostateczna odpowiedz to:

SoP

S — cos, co sie swieci, P — z{oto.

Co znaczy ,,tylko”?
Jako zdania kategoryczne mozna potraktowaé rowniez wyrazenia ze zwrotem tylko...
Sq..., cho¢ na pierwszy rzut oka zwrot ten nie odpowiada zadnej z poznanych statych

logicznych.

Przyklad:

Napiszemy schemat zdania: Tylko kobiety sq matkami.

Intuicja podpowiada, ze w powyzszym przypadku mamy do czynienia ze zdaniem
twierdzacym (nie ma w nim przeczenia) oraz ogolnym (stwierdza co$ o wszystkich obiektach
pewnego typu, a nie tylko o niektérych). Tak wigc nasuwa si¢ schemat S a P. Jest to
faktycznie wiasciwy schemat — wazne jest jednak, abysmy prawidtowo okreslili nazwy
przyporzadkowane zmiennym S oraz P. Gdyby za S podstawi¢ nazwe kobieta, a za P — matka
otrzymalibysmy zdanie kazda kobieta jest matkg. Nie jest to na pewno zdanie rownowazne
stwierdzeniu tylko kobiety s¢ matkami — wida¢ to juz na pierwszy rzut oka chociazby dlatego,
ze pierwsze z nich jest falszywe, a drugie prawdziwe. Wyrazenie rownowazne zdaniu z
naszego przyktadu, to kazda matka jest kobietq.

Aby to dobrze zrozumie¢, nalezy sobie wyobrazi¢, co to oznacza, ze tylko kobiety sq
matkami. Znaczy to po prostu, iz wsrod matek mamy tylko i wytacznie kobiety, a wigc ni
mniej ni wigcej, tylko wiasnie kazda matka jest kobietq. Tak wigc ostateczne rozwiazanie to:

SaP

S — matka, P — kobieta.
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DO ZAPAMIETANIA:
Zdania typu tylko A sq B zawsze mozemy przedstawi¢ przy pomocy
schematu SaP, gdzie S=B,P =A.

Przyklad:

Zapiszemy schemat zdania: Nie tylko artysci sq zarozumiali.

Schemat tego zdania to:

SoP

S — osoba zarozumiafa, P — artysta.

Do powyzszego rozwiazania dojs¢ mozna na dwa sposoby. Jeden polega na wyobrazeniu
sobie, co oznacza zdanie molwiace ze nie tylko artysci sq zarozumiali. Po chwili
zastanowienia kazdy powinien zobaczy¢, ze opisuje ono fakt, iz wsrdd osob zarozumiatych sa
tez inni ludzi oprdcz artystow, a wigc inaczej mowiac — niektdre osoby zarozumiaZe nie sq
artystami.

Drugi sposéb na otrzymanie prawidlowego schematu rozwazanego zdania polega na
zbudowaniu najpierw schematu zdania tylko artysci sq¢ zarozumiali, a nastepnie zanegowaniu
go zgodnie z zasadami opisanymi wyzej w punkcie co zrobi¢ z negacjg?. Schemat zdania
tylko artysci sq zarozumiali to S a P, gdzie S — osoba zarozumiaZa, a P — artysta. Poniewaz
ostatecznie musimy napisa¢ schemat negacji tego stwierdzenia, znajdujemy zdanie

rownowazne negacji S a P, ktérym jest S o P.

2.1.4. CZESTO ZADAWANIE PYTANIA.
Czy na gruncie sylogistyki da si¢ napisa¢ schemat kazdego
zdania?

Nie. Na gruncie sylogistyki mozna pisa¢ tylko schematy

zdan kategorycznych, a wigc zawierajacych zwroty: kazdy jest,
zaden nie jest, niektdre sq i niektére nie sq (lub zwroty im réwnowazne). Gdy zdanie nie

zawiera takiego zwrotu, napisanie jego schematu jest niemozliwe.
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Czy nazwy koniecznie musimy oznacza¢ zmiennymi S oraz P?

Nie jest to konieczne, cho¢ takie rozwiazanie jest bardzo mocno ugruntowane w tradycji.
Dlatego tez oznaczenie nazw innymi symbolami cho¢ nie jest btedem, sprawia wrazenie mato
eleganckiego. Jezeli zachodzi potrzeba wykorzystania kolejnego symbolu na oznaczenie
nowej nazwy (patrz nizej), uzywana jest zwykle litera M.

2.2. SPRAWDZANIE POPRAWNOSCI SYLOGIZMOW

METODA DIAGRAMOW VENNA.
2.2.1. LYK TEORIL.

Co to jest sylogizm?

Sylogizm, to pewien $cisle okreslony rodzaj
whnioskowania. Sylogizm zawsze musi sktadac si¢ z trzech
zdan kategorycznych: dwoch przestanek 1 wniosku.
Dodatkowym warunkiem, jaki musi spetnia¢ kazdy

sylogizm jest ilo§¢ nazw obecnych w owych trzech
LK TEO @1 zdaniach — zawsze sa to trzy nazwy. Tak wiec oprocz
zmiennych S oraz P w schematach zdan sktadajacych si¢ na
sylogizm wykorzysta¢ trzeba jeszcze trzeci symbol — zwykle jest to M.
Przyktadowy sylogizm moze wyglada¢ nastepujaco: Kazdy czfowiek szczesliwy jest
tolerancyjny. Niektorzy wychowawcy nie sq tolerancyjni. Zatem niektorzy wychowawcy nie sq
szczesliwi.

Schematy powyzszych zdan, zapisane w znanej z rachunku zdan formie reguty, przyjmuja
nastepujaca postac:

PaM
SoM

SoP
W sylogizmie wazne jest, ktdre nazwy oznaczymy jaka zmienna. Przyjete jest, aby
symbole S oraz P zarezerwowa¢ dla nazw obecnych w konkluzji wnioskowania. Natomiast
trzecia nazwa — ta, ktorej nie ma w konkluzji, a ktora jest za to zawsze w obu przestankach —
oznaczana jest symbolem M. Tradycyjnie nazwe oznaczona przez S nazywamy terminem

mniejszym sylogizmu, nazweg oznaczong P — terminem wigkszym, natomiast nazwg M —
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terminem s$rednim. Znajomos¢ powyzszej terminologii nie jest moze najwazniejsza dla
rozwiazywania zadan z zakresow sylogizméw, poniewaz jednak jest to nazewnictwo
stosowane w wielu podrecznikach logiki, dobrze jest je zna¢. Zapamictanie okreslen
poszczegoblnych termindéw nie powinno zreszta sprawi¢ trudnosci nikomu, kto skojarzy je z
popularnymi i og6lnie znanymi oznaczeniami odziezy, zgodnie z ktérymi S oznacza rozmiar

maty, natomiast M — $redni.

= S CSZY
TEem I NY . MNIE JSZy, SRedNt 1 wWig

Konczac rozwazania na temat tradycyjnej terminologii dodajmy, ze przestanka, ktora
obok nazwy oznaczanej M zawiera rdwniez termin P, nazywana jest przestanka wigeksza
sylogizmu, natomiast ta, w ktorej obok M wystepuje S, nazywana jest przestanka mniejsza.

W przyktadzie z poczatku tego paragrafu nazwa wychowawca stanowi zatem termin
mniejszy, nazwa czfowiek szczesliwy termin wigkszy, natomiast czzowiek tolerancyjny termin
sredni. Przestanka kazdy cziowiek szczesliwy jest tolerancyjny jest przestanka wigksza,

natomiast niektorzy wychowawcy nie sq tolerancyjni przestanka mniejsza.

Sprawdzanie poprawnosci sylogizmu.

Sylogizm to rodzaj wnioskowania. Sprawdzenie poprawnosci sylogizmu, to zatem nic
innego jak sprawdzenie poprawnosci wnioskowania. Jak pamigtamy z rachunku zdan
wnioskowanie jest poprawne, gdy wniosek wynika logicznie z przestanek, a to z kolei ma
miejsce, gdy niezawodna jest reguta (czyli schemat catego wnioskowania), na ktorej
wnioskowanie jest oparte. Reguta jest niezawodna, gdy na mocy znaczenia statych logicznych
nie jest mozliwa sytuacja, aby przestanki byty prawdziwe, natomiast wniosek fatszywy; lub,
ujmujac to samo innymi stowy, w przypadku niezawodnej reguty, jesli przestanki sa

prawdziwe, to prawdziwy musi by¢ réwniez i wniosek.
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Na gruncie rachunku zdan niezawodnos¢ regut badalismy przy pomocy tabelek zero-
jedynkowych oddajacych znaczenie spojnikdéw logicznych. Poniewaz w teorii sylogizméw
mamy state logiczne inne niz spdjniki zdaniowe, konieczna jest tu odmienna metoda.

Przedstawimy obecnie najpopularniejszy sposéb sprawdzania poprawnosci sylogizmow:
metode diagraméw Venna.

Diagramy Venna.

W diagramach Venna (nazywanych tak od nazwiska ich pomystodawcy Johna Venna)
kota symbolizuja zbiory obiektow okreslanych przez poszczegdlne nazwy, a wigc zakresy
tych nazw. Znaki ,,+” oraz ,—” w czesciach tych kot informuja, ze w danym obszarze na
pewno cos sie znajduje lub tez, ze na pewno niczego tam nie ma.

Oto, jak na diagramach Venna przedstawi¢ mozna poszczegélne zdania kategoryczne:

S P

SiP

Zdanie mOwiace, ze niektdre S sq P stwierdza, iz musza istnie¢ jakies obiekty w czesci
wspolnej S oraz P. Symbolizuje to znak ,,+” w tej czesci rysunku. Na temat pozostatych

obszaréw diagramu zdanie S i P niczego nie mowi, dlatego nic do nich nie wpisujemy.

S P

SoP

Zdanie niektdre S nie sq P informuje, iz na pewno istnieja obiekty nalezace do zbioru S,
a jednoczesnie nie nalezace do P. Stad znak ,,+” w czesci S znajdujacej sie poza zbiorem P.

Odnosnie pozostatych obszardéw diagramu zdanie S o P nie niesie zadnych informaciji.
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SeP

Zdanie zadne S nie sq P stwierdza, ze nie istnieja zadne obiekty nalezace jednoczesnie
do zbiorow S i P. Fakt ten uwidoczniony jest przez znak ,,—" w czesci wspolnej tych zbiorow.
Zauwazmy, ze zdanie typu S e P nie informuje o istnieniu jakichkolwiek obiektow bedacych
desygnatami nazw S lub P (moze ono mowi¢ na przyktad zaden krasnoludek nie jest

jednorozcem) — dlatego tez niczego nie wpisujemy w pozostate obszary diagramu.

Uwaga na marginesie.

W praktyce, przy rozwiazywaniu zadan zwiazanych z sylogizmami, bedziemy czasem korzystali z
zalozenia, ze obiekty bedace desygnatami danej nazwy na pewno istnieja. Obecnie jednak, aby zbytnio nie
zaciemnia¢ obrazu, bedziemy wpisywali do diagramu tylko to, co dane zdanie wprost stwierdza, pomijajac

informacje, jakie moga z niego dodatkowo wynika¢ przy pewnych zatozeniach.

S P

SaP

Zdanie kazde S jest P informuje, ze cokolwiek mozemy okresli¢c nazwa S, podpada
rowniez pod nazwe P. Nie ma w zwiazku z tym zadnych obiektéw S nie bedacych
jednoczesnie P — stad minus w lewej czesci diagramu. Zdanie to nie niesie jednak zadnej
»pozytywnej” informacji, ze jakiekolwiek S faktycznie istnieje — stwierdza jedynie, ze jezeli
cos$ jest S (o ile w ogdle istnieje) to jest rowniez P. Dlatego tez nie stawiamy znaku ,+” w

czesci srodkowey.
Diagramy dla trzech nazw.

Powyzej przedstawione zostaty diagramy Venna dla dwdch termindéw. Jednakze w

kazdym sylogizmie wystepuja trzy nazwy. Dlatego tez do sprawdzania poprawnosci
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sylogizmoOw potrzebna jest umiejetnos¢ zaznaczania poszczegdlnych zdan kategorycznych na
diagramach ztozonych z trzech két.

Tutaj prostsza jest sprawa dla zdan ogolnych — ich rysunki stanowia zwykte rozszerzenie
diagraméw sporzadzanych dla dwoch nazw. Gdy mamy do czynienia ze zdaniem S a P to
pusty musi by¢ caty obszar zbioru S lezacy poza P, natomiast w przypadku zdania S e P pusty
musi pozosta¢ obszar wspolny tych zbiorow. Poniewaz teraz obszary te sktadaja si¢ z dwoch

czesci, musimy postawi¢ znaki ,.—” w obu tych kawatkach:

S P

SaP

SeP

M

Nieco inaczej przedstawia si¢ sytuacja w przypadku zdan szczego6towych. Rozpatrzmy
najpierw zdanie S i P. Stwierdza ono, ze istnieja pewne obiekty w czesci wspolnej zbioréw S
oraz P. Na rysunku obrazujacym zaleznosci migdzy trzema nazwami obszar ten sktada sig¢ z
dwoch czesci. Zdanie S i P nie informuje jednak, w ktorej z tych czesci cos sie znajduje —
moze w jednej, moze w drugiej, a moze w obydwu. Zalezy to od terminu M, o ktérym na
razie nic nie wiemy. W zwiazku z tym, wpisujac symbole ,,+” w odpowiednich czgsciach,
nalezy opatrzy¢ je znakami zapytania. Pytajniki te informuja, ze w danym obszarze na pewno

jakies elementy sig znajduja, ale nie wiadomo w ktorej jego czgsci.
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Z podobna sytuacja spotykamy si¢ w przypadku zdania S o P. Informuje nas ono, ze na
pewno istnieja jakies elementy w czesci zbioru S znajdujacej si¢ poza zbiorem P, ale nie

okresla, w ktorym fragmencie tego obszaru — w jednym, drugim, czy moze obydwu.

Znajomos$¢ przedstawionych wyzej sposobOw zaznaczania zdan kategorycznych na
diagramach konieczna jest do sprawdzania poprawnosci sylogizmow w takim samym stopniu,
jak znajomos¢ tabelek zero-jedynkowych byta nieodzowna do badania prawidtowosci

whnioskowan na gruncie KRZ.

DO ZAPAMIETANIA:
Z powyzszych rysunkéw warto zapamiegta¢ nastepujace fakty.
— Zdania ogolne (S a P oraz S e P) daja nam zawsze minusy na

diagramach, natomiast zdania szczegétowe (S i P oraz S o P) — plusy.

— Minusy sa zawsze ,,pewne” (bez znakdw zapytania) — wynika to z
tego, ze gdy jakis obszar ma by¢ pusty, to pusta musi by¢ kazdy jego czesé.
— Plusy sa ,,niepewne” — gdy wiemy, ze w danym obszarze, co$ si¢ znajduje, to nie

oznacza to jeszcze, ze wiemy w ktorej jego czesci.
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»,PEWNosS¢” minusdw i ,,niepewnos¢” pluséw na diagramach zilustrowa¢ mozna
nastepujaca analogia: gdy wiemy, ze w jakim$s mieszkaniu nikogo nie ma, to wiemy na
pewno, ze nikogo nie ma ani w kuchni, ani w pokoju (,,pewne” minusy w kazdej czgsci); gdy
natomiast wiemy, ze danym mieszkaniu ktos jest, to nie znaczy to jeszcze, ze wiemy, w

ktorym jego pomieszczeniu.

Uwaga na marginesie.
W praktyce, gdy bedziemy rozwiazywaé zadania zwiazane z sylogizmami, informacje zawarte w jednym
zdaniu beda nam czesto jednoznacznie wskazywaé, w ktérym miejscu nalezy wpisa¢ znak ,,+” wynikajacy z

drugiego zdania. W takich wypadkach plus ten bedzie ,,pewny”.

2.2.2. PRAKTYKA: ZASTOSOWANIE DIAGRAMOW VENNA.

Obecnie mozemy przystapi¢ do sprawdzania poprawnosci sylogizméw. Oprocz
umiejetnosci  zaznaczania na diagramie poszczegolnych typow zdan, przy badaniu
sylogizméw musimy mie¢ w pamieci pojecie wynikania logicznego. Sylogizm (jak kazde
wnioskowanie) jest bowiem wtedy poprawny, gdy jego wniosek wynika logicznie z
przestanek.

Badanie poprawnosci sylogizmow przy pomocy diagramow Venna skitada si¢ z dwoch
krokdw. W pierwszym z nich wpisujemy do diagramu wszystkie informacije, jakie niosa ze
soba przestanki. W drugim kroku sprawdzamy, czy tak wypetniony diagram gwarantuje nam
prawdziwos¢ wniosku. Zdania bgdacego wnioskiem sylogizmu nie wpisujemy juz jednak do
diagramu. Musimy jedynie wyobrazi¢ sobie, co by w diagramie musiato si¢ znajdowa¢, aby
byt on prawdziwy, a nastepnie sprawdzi¢, czy nasz diagram spetnia te warunki.

Jesli okaze sig, ze prawdziwos¢ konkluzji jest na wykonanym rysunku zagwarantowana,
bedzie to znak, ze nie jest mozliwa sytuacja, aby przestanki byty prawdziwe, a wniosek
fatszywy, a wiec ze wniosek wynika z przestanek, czyli sylogizm jest poprawny. Jesli
natomiast wypetnienie diagramu wedtug przestanek nie da nam pewnosci co do prawdziwosci
whniosku, bedzie to oznaczato, ze wniosek nie wynika z przestanek (bo moze by¢ on fatszywy,
pomimo prawdziwosci przestanek), a wigc sylogizm nie jest logicznie poprawny. W takim
przypadku zawsze mozliwe jest stworzenie tak zwanego kontrprzyktadu - diagramu

ilustrujacego sytuacje, w ktorej przestanki sa prawdziwe, a wniosek fatszywy.
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DO ZAPAMIETANIA:

W skrocie procedura sprawdzania poprawnosci sylogizmow bedzie
wygladata nastepujaco:

— Piszemy schematy zdan wchodzacych w skiad sylogizmu.

— Rysujemy diagram sktadajacy si¢ z trzech két symbolizujacych trzy
nazwy wystepujace w sylogizmie.

— Wpisujemy do diagramu plusy i minusy, o ktérych informuja przestanki sylogizmu.

— Patrzymy na rysunek i sprawdzamy, czy wypetniony na podstawie przestanek diagram
gwarantuje nam, ze prawdziwe bedzie zdanie stanowiace wniosek sylogizmu.

— Jezeli rysunek gwarantuje prawdziwos¢ konkluzji, oznacza to, ze sylogizm jest
poprawny; jesli nie mamy pewnosci co do prawdziwosci wniosku, oznacza to, ze sylogizm

jest niepoprawny.

Przyklad:

Sprawdzimy poprawnos¢ sylogizmu przedstawionego we wstepie do tego rozdziatu:
Kazdy jamnik jest psem. Kazdy pies jest ssakiem. Zatem kazdy jamnik jest ssakiem.

Napisanie schematow przestanek i wniosku nie powinno sprawi¢ nikomu najmniejszej
trudnosci. Pamigta¢ musimy jedynie, ze jesli chcemy by¢ w zgodzie z tradycja, to wniosek
naszego sylogizmu powinien mie¢ posta¢ S P. Tak wiec zacza¢ mozemy od okreslenia, ktory
termin nalezy oznaczy¢ jaka zmienna:

S —jamnik, P — ssak, M - pies.

Reguta, na ktorej opiera si¢ badany sylogizm, jest nastepujaca:

SaM

MaP

SaP

Teraz mozemy narysowac¢ diagram i wpisa¢ do niego to, co mowia przestanki. Pierwsza
przestanka stwierdza, ze pusty musi by¢ obszar zbioru S lezacy poza M, natomiast druga, ze
pusty musi by¢ obszar zbioru M lezacy poza P. Po wpisaniu w odpowiednie miejsca minuséw

otrzymujemy nastepujacy diagram:
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M

Do diagramu tego nie wpisujemy tego, co mowi wniosek sylogizmu, a jedynie patrzymy,
czy wykonany na podstawie przestanek rysunek, gwarantuje nam jego prawdziwosc.
Konkluzja naszego sylogizmu ma posta¢ S a P, a wigc aby byta ona prawdziwa, pusty musi
by¢ obszar zbioru S lezacy poza zbiorem P. Na wypetnionym diagramie w obu czesciach tego
obszaru znajduje si¢ minusy, a wiec mamy stuprocentowa gwarancje, ze jest on faktycznie
pusty. Jest to znak, ze wniosek wynika z przestanek (musi by¢ prawdziwy, jesli tylko
prawdziwe sa przestanki), a zatem badany sylogizm jest poprawny.

2.2.3. UTRUDNIENIA | PULAPKI.

Plus ze znakiem zapytania nie daje pewnosci!

Czasami moze zdarzy¢ si¢ sytuacja, ze wniosek sylogizmu stwierdza,
iz w danym obszarze cos si¢ musi znajdowac, natomiast na diagramie w miejscu tym bedzie

znak ,,+?”. Ponizszy przyktada ilustruje te sytuacje:

Przyklad:

Zbadamy poprawnos¢ sylogizmu: Kazdy milioner jest bogaty. Niektorzy bogaci ludzie
nie sq szczesliwi. Zatem niektorzy milionerzy nie sq szczesliwi.

Schematy, na ktorych opiera si¢ powyzszy sylogizm to:

SaM

MoP

SoP

S — milioner, P — czfowiek szczesliwy, M — czfowiek bogaty.
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Po wpisaniu do diagramu informacji, jakie niosa ze soba przestanki, otrzymujemy

nastepujaca sytuacje:

S P

/)

\/
&

M

Teraz pozostaje nam sprawdzenie, czy tak wypelniony diagram gwarantuje nam
prawdziwos¢ konkluzji. Whniosek sylogizmu ma postac S o P, a wigc stwierdza, ze co$
powinno znajdowac si¢ w obszarze zbioru S lezacym poza zbiorem P. Jak wida¢ na rysunku
w jednej czgsci tego obszaru mamy znak ,,—” (na pewno wigc nic tam nie ma), natomiast w
drugiej ,,+?”. Czy taki plus ze znakiem zapytania daje nam gwarancje, ze co$ si¢ w badanym
obszarze znajduje? Oczywiscie, ze nie. Symbol ten wskazuje, ze jakies elementy moga tam
by¢, ale nie jest to pewne. Natomiast do tego, aby sylogizm uznac¢ za poprawny, potrzebujemy
stuprocentowej gwarancji prawdziwosci konkluzji. Poniewaz w badanym przykladzie
pewnosci takiej nie mamy, $wiadczy to o tym, ze sylogizm jest niepoprawny.

O niepoprawnosci powyzszego sylogizmu przekonuje diagram wypetniony w

nastepujacy sposob.

S P

/N

\/
&

M
Rysunek ten stanowi graficzny kontrprzyktad do badanej reguty. Wida¢ na nim, ze bez
popadania w jakakolwiek sprzecznos¢ mozna wpisa¢ do diagramu plusy i minusy w taki
sposob, aby przestanki byty prawdziwe natomiast wniosek fatszywy. W przypadku reguty

niezawodnej takie wypetnienie diagramu nie byto by mozliwe.
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Kontrprzyktad ukazujacy zawodnos¢ reguty mozna tez zbudowaé podstawiajac do niej
za zmienne S, P oraz M nazwy w taki sposob, ze nie pozostawi to zadnych watpliwosci, iz
przestanki sa prawdziwe, a wniosek fatszywy. W powyzszym przyktadzie moze by¢ to np.:
S — jamnik, P — pies, M — ssak. Przestanki powiedza wtedy, ze kazdy jamnik jest ssakiem oraz
niektore ssaki nie sq psami (prawda), natomiast wniosek: niektore jamniki nie sq psami
(fatsz).

Uwaga na marginesie:

Do kazdej zawodnej reguty na gruncie sylogistyki mozna zbudowa¢ kontrprzyktad korzystajac jedynie z
nazw kot, pies, jamnik, ssak. W takim przypadku trzeba jednak wiedzie¢, iz czasem zajdzie potrzeba oznaczenia
dwdch zmiennych ta sama nazwa (np. S — kot, P — kot).

Mozna oczywiscie tez budowa¢ kontrprzyktady z innymi nazwami.

Kiedy znak ,,+” moze by¢ pewny?
Zdania szczeg6towe kaza nam wpisywa¢ do pewnego obszaru diagramu znaki ,,+”, nie
precyzujac jednak doktadnie, w kt6ra jego czes¢. W praktyce czesto sprawa sama sie wyjasnia

I miejsce wpisania symbolu ,,+” staje si¢ oczywiste i jednoznaczne.

Przyklad:

Zbadamy poprawnos¢ sylogizmu: Zaden medrzec nie jest fanatykiem jednej idei.
Niektdrzy uczeni sq fanatykami jednej idei. Zatem niektdrzy uczeni nie s¢@ medrcami.

Reguta na ktdrej oparty jest powyzszy sylogizm jest nastepujaca:

PeM

SiM

SoP
S —uczony, P — medrzec, M — fanatyk jednej idei.
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Pierwsza przestanka stwierdza, ze pusty musi obszar wspolny zbioréw P oraz M:

S P

M

Zgodnie z druga przestanka co$ musi znajdowac sie we wspolnej czesci zbioréw S oraz
M. Teoretycznie obszar ten sktada si¢ z dwdch fragmentow. Poniewaz jednak w jednym z
nich mamy juz wpisany znak ,.—” na wpisanie ,,+” pozostaje nam tylko jedno miejsce. W
takim wypadku ,,+” wpisujemy oczywiscie bez znaku zapytania — mamy bowiem pewnosé, ze

musi by¢ on w tym wiasnie miejscu.

S P

M

Obecnie musimy sprawdzi¢, czy taki rysunek gwarantuje nam prawdziwos¢ wniosku
sylogizmu, a wigc zdania S o P. Aby zdanie to byto prawdziwe, co$ powinno si¢ znajdowac¢ w
czesci zbioru S lezacej poza P. Na diagramie w obszarze tym (w jego dolnej czesci) znajduje
si¢ znak ,,+”, a wigC mamy pewnos¢, ze nie jest on pusty. Badany sylogizm jest zatem

poprawny.

Gdy jedna przestanka mowi ,,+”, a druga ,,—”.

Czesto zdarza si¢ sytuacja, ze zgodnie z jedna przestanka w jakies miejsce nalezy wpisaé
znak ,,+”, a zgodnie z druga ,,—". Ponizszy przyktad pokazuje, jak nalezy postapi¢ w takim
przypadku.
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Przyklad:

Sprawdzimy  poprawnos¢  nastepujacego  sylogizmu:  Niektdérzy politycy sq
nacjonalistami. Kazdy nacjonalista jest ograniczony. Zatem niektorzy politycy sq ograniczeni.

Reguta na ktdrej opiera si¢ badany sylogizm wyglada nastepujaco:

SiM

MaP

SiP

Pierwsza przestanka stwierdza, ze cos musi Sie znajdowa¢ we wspolnym obszarze
zbioréw S oraz M, chociaz nie okresla w ktorej czesci tego obszaru (w jednej, drugiej, czy
obydwu). Mamy wigc:

S P

A

\/
&

M

Druga przestanka méwi, ze pusty musi by¢ obszar zbioru M lezaca poza P. Jednakze w
jednej czesci tego obszaru mamy juz wpisany znak ,,+”. W takiej sytuacji nalezy zauwazyc¢,
ze symbol ,,+” opatrzony jest znakiem zapytania, co oznacza, ze wcale nie jest konieczne, aby
tam byt. Poniewaz ,.—” wynikajacy z drugiej przestanki jest ,,pewny”, jemu nalezy przyznac¢
pierwszenstwo i wpisa¢ go w sporny obszar. Jednoczesnie modyfikacji ulec musi drugi z ,,+”
wpisany na mocy pierwszej przestanki. Poniewaz ,,skasowaniu” ulegt pierwszy z nich, a
przestanka S i M stwierdza, ze o obszarze wspdlnym zbioréw S oraz M co$§ musi si¢
znajdowac, to drugi z plusow staje si¢ ,,pewny” i nalezy zlikwidowa¢ stojacy przy nim znak
zapytania. Po prostu informacje z drugiej przestanki pokazaty nam, ktéry z ,niepewnych”
pluséw, o ktoérych informowata pierwsza przestanka jest tym ,,wilasciwym”. Po wpisaniu

informacji z obu przestanek, diagram wyglada wigc nastepujaco:
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M

Pozostaje nam teraz sprawdzi¢, czy taki rysunek gwarantuje prawdziwos¢ konkluzji
sylogizmu, czyli zdania S i P. Wida¢, ze we wspdlnym obszarze zbiorow S oraz P faktycznie
cos$ sie na pewno znajduje, a wiec konkluzja ta jest prawdziwa. W zwiazku z tym badany

sylogizm jest poprawny.

WARTO ZAPAMIETAC:

Aby unikna¢ klopotliwego wymazywania symboli w diagramie i
zastgpowania ich innymi, najlepiej jest po prostu zaczyna¢ wypetnianie
diagramu od tej przestanki, ktéra daje nam ,pewne” informacje (a wigc
zdania typu ,,2” badz ,,e”, niezaleznie, czy jest ono pierwsze, czy drugie w

sylogizmie. Gdybysmy tak postapili w powyzszym przyktadzie, rozpoczynajac od przestanki
M a P, przy wpisywaniu przestanki S i M mielibysmy juz tylko jedna mozliwos¢ wpisania

znaku ,,+”

Puste miejsce nie oznacza, ze niczego w nim nie ma!

Przy sprawdzaniu, czy wypetniony wedtug przestanek diagram gwarantuje prawdziwosé
konkluzji, moga powsta¢ watpliwosci co do interpretacji miejsc, w ktérych nie ma zadnego
znaku.

Przyklad:

Zbadamy poprawno$¢ nastepujacego sylogizmu: Niektorzy wykzadowcy sqg dobrymi
fachowcami. Kazdy dobry fachowiec duzo zarabia. Zatem kazdy wykfadowca duzo zarabia.

Reguta, na ktorej oparty jest badany sylogizm, przedstawia si¢ nastepujaco:

SiM

MaP

SaP
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S — wyk/adowca, P — ktos, kto duzo zarabia, M — dobry fachowiec.

Wypetnianie diagramu dobrze jest zacza¢ od wpisania informacji niesionych przez druga
przestanke — a wieC minusow w obszarze zbioru M lezacym poza zbiorem P. Gdy tak
postapimy, nie bedziemy mieli watpliwosci, gdzie nalezy wpisa¢ plus w czesci wspolnej S
oraz M, co nakazuje nam pierwsza przestanka. Diagram wyglada zatem nastepujaco:

S P

M

Czy tak wypetniony diagram gwarantuje nam prawdziwos¢ konkluzji sylogizmu?
Konkluzja ta ma posta¢ S a P, a wigc stwierdza, ze nic nie moze si¢ znajdowaé¢ w obszarze
zbioru S lezacym poza zbiorem P. Na rysunku w jednej czesci tego obszaru mamy minus (a
wiec tam faktycznie na pewno niczego tam nie ma), natomiast w czesci drugiej nie
znajdujemy zadnego znaku. To, ze w danej czesci nie wstawilismy zadnego symbolu, nie
oznacza jednak, ze niczego tam by¢ nie moze, a jedynie, ze nie posiadamy zadnych informacji
odnosnie tego obszaru. Tak wigc wypetniony w ten sposdb diagram nie gwarantuje nam
wecale, ze cze¢s¢ zbioru S lezaca poza zbiorem P jest na pewno pusta. W zwiazku z tym
sylogizm nalezy uznaé za niepoprawny.

Graficzny kontrprzyktad do reguty, na ktdrej opiera si¢ badany sylogizm wyglada

nastepujaco:

A

\/
2

M
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Inny kontrprzyktad uzyska¢ mozna podstawiajac za zmienne nazwy: S — pies, P —
jamnik, M — jamnik (pamigtamy, ze za r6zne zmienne wolno podstawia¢ te same nazwy).
Otrzymamy wtedy przestanki: niektore psy sq¢ jamnikami, kazdy jamnik jest jamnikiem

(prawda) oraz wniosek: kazdy pies jest jamnikiem (fatsz).

Nazwy nie mogg by¢ puste.

Jak dotad nie powiedzielismy jeszcze o jednej waznej sprawie zwiazanej ze
sprawdzaniem poprawnosci sylogizmoéw. Ot6z zawsze nalezy przyja¢ milczace zatozenie, ze
terminy oznaczane symbolami S, P oraz M nie sa tak zwanymi nazwami ,,pustymi”. Nazwa
pusta, to méwiac najprosciej taka, ktdra nie posiada ani jednego desygnatu, czyli taka, ze nie
istnieje ani jeden oznaczany przez nia obiekt. Nazwami pustymi sa wigc na przykitad:
jednorozec, cztowiek o wzroscie 3 m, obecny krol polski itp. W sylogizmach takich nazw nie
wolno nam stosowac. Fakt ten niesie ze soba istotna konsekwencjg jesli chodzi o wypetnianie
diagraméw Venna. Zatézmy na przyklad, ze na podstawie przestanek sylogizmu

otrzymalismy taki rysunek:

S P

A

o/
&

M

Spdjrzmy teraz na obszary odpowiadajace zbiorom S oraz P. Kazdy z tych obszarow
sktada si¢ z czterech czesci, z ktorych w trzech sa znaki ,.— swiadczace o tym, ze nic w nich
nie ma. Jaki mozna stad wyciagna¢ wniosek w potaczeniu z faktem, ze wykorzystane w
sylogizmie nazwy na pewno nie sa puste? Oczywiscie taki, ze z cata pewnoscia cos musi Si¢
znajdowac w czwartej czesci kazdego z tych obszar6w. A zatem w czesci te mozemy, a nawet

powinnismy wpisa¢ znaki ,,+”:
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A

o/
&

M

Zatozenie o0 niepustosci termindw nie jest wykorzystywane zbyt czesto, jednak czasami

jest ono konieczne, aby wilasciwie oceni¢ poprawnos¢ sylogizmu.

Przyklad:

Zbadamy poprawnos¢ sylogizmu: Kazdy pies jest ssakiem. Kazdy ssak jest kregowcem.
Zatem niektore kregowce sq psami.

Reguta na ktdrej opiera sie powyzszy sylogizm wyglada nastepujaco:

PaM

Mas$sS

SiP
S — kregowiec, P — pies, M — ssak.

Po wpisaniu do diagramu informacji z przestanek mamy rysunek:

S P

A

\/
&

M

Zanim przystapimy do sprawdzenia, czy taki rysunek gwarantuje nam prawdziwos¢
konkluzji, powinnismy jeszcze skorzysta¢ z zatozenia 0 niepustosci nazw uzytych w
sylogizmie, a konkretnie o niepustosci nazwy P. Poniewaz w trzech czgsciach zbioru
skupiajacego obiekty okreslane przez P nic na pewno nie ma, jakies elementy musza

znajdowac si¢ w czwartej czesci tego zbioru:
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\/
&

M

Konkluzja badanego sylogizmu stwierdza, ze co$ znajduje si¢ w czesci wspdlnej zbioréw
S oraz P. Na rysunku widzimy, ze w obszarze tym znajduje sie plus, a wiec wniosek ten jest
na pewno prawdziwy. Sylogizm ten jest zatem poprawny. Aby t¢ poprawnos¢ wykazac,
musielismy jednak skorzysta¢ z zatozenia o niepustosci terminu P. Gdybysmy tego nie

uczynili, wynik sprawdzania poprawnosci sylogizmu bytby nieprawidtowy.

Czy ten sylogizm jest na pewno poprawny?
Czasem wynik sprawdzenia poprawnosci sylogizmu moze wyda¢ si¢ dos¢ dziwny lub

nawet ewidentnie sprzeczny ze zdrowym rozsadkiem.

Przyklad:

Zbadamy poprawnoséé nastepujacego sylogizmu: Zaden ptak nie jest ssakiem. Niektorzy
ludzie sq ptakami. Zatem niektdrzy ludzie nie sq ssakami.

Sylogizm powyzszy opiera si¢ na nastgpujacej regule:

MeP

SiM

SoP
S — cziowiek, P — ssak, M — ptak.
Diagram wypetniony wedtug przestanek wyglada nastepujaco:
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M

Jak wida¢, diagram ten gwarantuje nam prawdziwos¢ wniosku stwierdzajacego, iz
niektdre S nie sa P, czyli, ze cos powinno si¢ znajdowac w czesci zbioru S lezacej poza P. Tak
wigc sylogizm powyzszy nalezy uznaé¢ za poprawny.

Odpowiedz taka moze jednak budzi¢ pewne opory: jak mozna uzna¢ za poprawne
wnioskowanie, ktore doprowadzito do jawnie fatszywego wniosku? Oto krotkie wyjasnienie
tego problemu.

Sylogizm powyzszy jest poprawny pod tym wzgledem, ze jego wniosek wynika
logicznie z przestanek. Tak okreslona poprawnos$¢ nazywana jest poprawnoscia formalnag — i
jest to ten rodzaj poprawnosci, jaka interesuje logikow. Jednakze badane wnioskowanie nie
jest tak catkiem bez zarzutu. Zostat popetniony w nim btad polegajacy na przyjeciu fatszywej
przestanki, co w konsekwencji doprowadzito do otrzymania fatszywego wniosku. Blad taki
nazywany jest bledem materialnym. Tak wigc odpowiedz do powyzszego zadania, mowiaca,
ze badany sylogizm jest formalnie (logicznie) poprawny, mozemy uzupetni¢ dodajac, iz jest

on jednak niepoprawny materialnie.

Sylogizm niepoprawny materialnie

Prawdziwos¢é wniosku to jeszcze nie wszystko.
Niejako odwrotnos¢ poprzedniego przyktadu stanowi¢ moze rozumowanie prowadzace

do wniosku w sposob oczywisty prawdziwego.
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Przyklad:

Zbadamy poprawnosé¢ nastepujacego sylogizmu: Kazdy pies jest ssakiem. Niektore ssaki
majq czarng siers¢. Zatem niektore psy majq czarng siersc.

Powyzszy sylogizm na pierwszy rzut oka mogtby sie wyda¢ poprawny: zaréwno
przestanki jak i wniosek sa na pewno zdaniami prawdziwymi. Czy jednak wnioskowanie to
jest na pewno prawidtowe? Regula na ktdrej sic ono opiera i wypetniony na jej podstawie
diagram wygladaja nastepujaco:

SaM

MiP

SiP

M
Powyzszy rysunek nie gwarantuje prawdziwosci wniosku, czyli tego, ze w czesci
wspdlnej S oraz P cos sie ha pewno znajduje. Tak wiec badany sylogizm jest niepoprawny.
Sylogizm ten jest niepoprawny, poniewaz pomimo prawdziwosci przestanek i wniosku,
whniosek nie wynika logicznie z przestanek. To, ze wszystko sa to zdania prawdziwe, jest
pewnego rodzaju zbiegiem okolicznosci, a nie zachodzacych pomiedzy nimi zwiazkdéw

logicznych.

Graficzny kontrprzyktad stanowi nastepujacy rysunek:

S P

/)
\/
&
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Kontrprzyktad wykazujacy zawodnos¢ powyzszej reguly uzyskaé mozna rowniez
podstawiajac za zmienne nastepujace nazwy: S — jamnik, P — pudel, M — pies.

2.2.4. CZESTO ZADAWANE PYTANIA.

Czy kolejnosé wpisywania do diagramu przesfanek jest
dowolna?

Tak, poniewaz ostatecznie i tak zawsze musimy wpisac

wszystko co wiemy z obu przestanek. Dobrze jest jednak

zaczynac od przestanki bedacej zdaniem ogolnym (,,a” lub ,.e”),

ktora daje nam ,,pewne” informacje odnosnie znakéw ,,—” w diagramie.

2.3. SPRAWDZANIE POPRAWNOSCI SYLOGIZMOW

PRZY POMOCY METODY 5 REGUL.
2.3.1. LYK TEORII.

Metoda diagraméw Venna nie jest jedynym
sposobem, w jaki mozna bada¢ poprawnos¢ sylogizmu.
Obecnie przedstawimy metode oparta na pieciu regulach
jakie spetnia¢ musi  kazdy prawidlowy sylogizm.
Sprawdzenie poprawnosci sylogizmu bedzie polegato na

zbadaniu, czy spetnia on  wszystkie  warunki

sformutowane w owych regutach. Jezeli tak, nalezy go

LYK TEO e

uzna¢ za poprawny; jesli nie spelnia on cho¢ jednego
warunku — §wiadczy to o jego niepoprawnosci.

Zanim przedstawimy reguty poprawnego sylogizmu, konieczne bedzie wprowadzanie
nowego pojecia — mianowicie tak zwanego terminu rozlozonego w zdaniu kategorycznym.
Otoz, jezeli zdanie udziela nam informacji o catym zakresie jakies nazwy (czyli o jej
wszystkich desygnatach), to nazwa ta jest wiasnie terminem roztozonym w tym zdaniu.

W zdaniu kazde S jest P mowa jest o wszystkich S, a zatem to wiasnie S jest w nim
terminem roztozonym. Zdanie zadne S nie jest P informuje nas, ze ani jeden desygnat nazwy

S nie jest desygnatem nazwy P, ani tez zaden desygnat P nie jest desygnatem S — a wigc
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stwierdza fakt dotyczacy catych zakresow obu tych nazw. W zdaniu S e P roztozone sa zatem
oba terminy. W zdaniu niektore S sq P mowa jest o tylko niektérych S, ktore sa ,,niektérymi”
P — w zdaniu tym zaden z terminOw nie jest wiec roztozony. Zdanie niektore S nie sq P
stwierdza, ze niektorych desygnatow nazwy S nie ma w catym zakresie nazwy P, a wigc
roztozony jest tu termin P.

W skrocie:

S a P —roztozony termin S

S e P —roztozone obydwa terminy — S oraz P

S i P — zaden termin nie jest roztozony

S 0 P —roztozony termin P.

Do sprawdzania sylogizméw metoda pieciu regut trzeba tez pamieta¢, ktore zdania sa
ogoblne (Sa P oraz S e P), a ktdre szczegdtowe (S i P oraz S o P), ktore sa twierdzace (S a P
oraz S i P), a ktore przeczace (S e P oraz S o P), a takze to, ze M nazywany jest terminem
srednim sylogizmu.

DO ZAPAMIETANIA:
A oto pigc¢ regut jakie musi spetnia¢ poprawny sylogizm:
1. Termin sredni musi by¢ przynajmniej w jednej przestance roztozony.

2. Przynajmniej jedna przestanka musi by¢ zdaniem twierdzacym.

3. Jesli jedna z przestanek jest zdaniem przeczacym, to i wniosek musi by¢
zdaniem przeczacym.
4. Jesli obie przestanki sa zdaniami twierdzacymi, to i wniosek musi by¢ twierdzacy.
5. Jesli jakis termin ma by¢ roztozony we wniosku, to musi by¢ i roziozony w
przestance.

Sprawdzenie poprawnosci sylogizmu wedtug powyzszych regut jest bardzo proste: jezeli
cho¢ jeden z wymienionych w nich warunkow zostat ztamany, sylogizm nalezy odrzuci¢ jako

btedny; w przeciwnym wypadku jest on poprawny.
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2.3.2. PRAKTYKA: ZASTOSOWANI METODY 5 REGUL.

Zbadamy przy pomocy omawianej metody kilka sylogizméw sprawdzonych juz poprzez
diagramy Venna. Nie bedziemy przy tym przytaczac¢ calej tresci przestanek i wniosku, a

jedynie odpowiednia regute.

Przyklad:

Sprawdzimy poprawno$¢ sylogizmu badanego juz wyzej przy pomocy diagramow
Venna: Zaden medrzec nie jest fanatykiem jednej idei. Niektorzy uczeni sq fanatykami jednej
idei. Zatem niektdrzy uczeni nie s¢ medrcami. Reguta na ktdrej opiera si¢ ten sylogizm
przedstawia si¢ nastepujaco:

PeM

SiM

SoP

1 warunek jest spetniony, poniewaz termin M jest roztozony w pierwszej przestance;

2 warunek jest spetniony, poniewaz druga przestanka jest zdaniem twierdzacym;

3 warunek jest spetniony — pierwsza przestanka i wniosek sa zdaniami przeczacymi;

4 warunek nie ma zastosowania do badanego sylogizmu, poniewaz méwi on, co powinno
nastapi¢, gdyby obie przestanki byly twierdzace. Jako ze jedna przestanka jest zdaniem
przeczacym, ztamanie czwartej reguty jest w przypadku powyzszego sylogizmu niemozliwe;

5 warunek jest spetniony. We wniosku roztozony jest termin P, a rownoczesnie jest on
roztozony w pierwszej przestance.

Poniewaz zaden z warunkow nie zostat ztamany, sylogizm nalezy uzna¢ za poprawny.

Przyklad:

Zbadamy poprawnos¢ innego rozpatrywanego juz sylogizmu: Niektdrzy politycy sq
nacjonalistami. Kazdy nacjonalista jest ograniczony. Zatem niektorzy politycy sq ograniczeni.

SiM

MaP

SiP

1 warunek jest spetniony — termin M jest roztozony w drugiej przestance;

2 warunek jest spetniony — obie przestanki sa twierdzace;

3 warunek nie ma zastosowania do badanego przyktadu, a wiec nie mogt zostac

ztamany;
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4 warunek jest spetniony — obie przestanki sa twierdzace i wniosek takze;
5 warunek nie ma zastosowania, poniewaz w badanym sylogizmie zaden termin nie jest
roztozony we wniosku.

Poniewaz zaden warunek nie zostat ztamany, sylogizm jest poprawny.

Przyklad:

Zbadamy poprawnos$¢ kolejnego rozpatrywanego wczesniej sylogizmu: Niektorzy
wykZadowcy sq dobrymi fachowcami. Kazdy dobry fachowiec duzo zarabia. Zatem kazdy
wykZadowca duzo zarabia.

SiM

MaP

SaP

Warunki 1, 2, 3 i 4 sa spetnione (przy czym warunek 3 dzigki temu, ze nie ma on
bezposredniego zastosowania). W powyzszym sylogizmie ztamana zostata jednakze piata
reguta — termin S pomimo tego, ze jest roztozony we wniosku, nie jest roztozony w
przestance. Poniewaz jeden z warunkdéw nie zostal spetniony, sylogizm nalezy uznaé¢ za

niepoprawny.

Przyklad:

Na koniec sprawdzimy poprawnos¢ sylogizmu: Kazdy milioner jest bogaty. Niektdrzy
bogaci ludzie nie sq szczesliwi. Zatem niektorzy milionerzy nie sq szczesliwi.

SaM

MoP

SoP

W powyzszym sylogizmie ztamana zostata juz pierwsza reguta — termin sredni nie jest
roztozony w zadnej przestance. W zwiazku z powyzszym mozemy juz w tym momencie
odrzuci¢ sylogizm jako btedny, nie sprawdzajac dalszych warunkow. Dla porzadku tylko

dodajmy, ze pozostate reguty nie zostaty ztamane.
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2.4. KWADRAT LOGICZNY.

24.1. LYK TEORII.

Omawiane w poprzednich paragrafach sylogizmy to

éf ] wnioskowania majace zawsze dwie przestanki. Jednakze

~ zdania kategoryczne (kazde S jest P, zadne S nie jest P,

niektdre S sq P oraz niektore S nie sq P) wykorzystuje sie

/-\<‘ tez czasem w tak zwanych wnioskowaniach bezposrednich

— rozumowaniach, w ktérych wystepuje tylko jedna

LYK TEO @ przestanka, na podstawie ktorej wyciaga si¢ pewna

konkluzje. Poprawnos¢ tego rodzaju wnioskowan badac

mozna przy pomocy tak zwanego kwadratu logicznego (omdéwionego w niniejszym
paragrafie) oraz innych praw logiki tradycyjnej (przedstawionych w paragrafie 2.5).

Kwadrat logiczny pokazuje zwiazki logiczne zachodzace pomiedzy zdaniami
kategorycznymi. Znajomos¢ tych zaleznosci pozwala stwierdzi¢, jaka jest wartos¢ logiczna
pewnego zdania, na podstawie wartosci innego zdania. Przyktadowo, wiedzac, ze prawdziwe
jest zdanie SaP mozemy z catkowita pewnoscia stwierdzi¢, ze prawdziwe jest rowniez zdanie
SiP, natomiast fatszywe SeP oraz SoP.

Zaleznosci w kwadracie logicznym przedstawiane sa przy pomocy linii. Kazda z tych
zaleznosci ma swoja nazwe, ktora zostanie podana przy odpowiedniej linii.

Kwadrat logiczny wyglada nastepujaco:

SaP przeciwienstwo SeP
g [®)
o
: :
S o
Y N
8 2
= sprzegznosé =3
2 o
= :
=. S
SiP podprzeciwieastwo SoP
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Zaleznosci  kwadratu  logicznego -  podporzadkowanie,  przeciwienstwo,
podprzeciwienstwo i sprzecznos¢, przedstawimy w postaci odpowiednich wzordéw, ktére, dla
wygody w dalszych rozwazaniach, ponumerujemy. Znak negacji w tych wzorach, postawiony
przed danym zdaniem, bedzie wskazywalt, ze zdanie to jest falszywe. Przyktadowo, wzor: SaP
— ~ (SeP) (jesli SaP to nieprawda, ze SeP) odczytamy — prawdziwos¢ zdania SaP implikuje
falszywos¢ SeP (jesli SaP jest prawdziwe, to SeP jest falszywe).

Aby prawa kwadratu logicznego miaty sens, nalezy pamigta¢ o specyficznym
rozumieniu zdan SiP oraz SoP. Zdanie niektdre S sq P oznacza w tym rozumieniu istnieje
(przynajmniej jedno) S bedgce P. Natomiast niektore S nie sq P — istnieje (przynajmniej
jedno) S nie bedgce P.

Nalezy réwniez nadmieni¢, ze prawa kwadratu logicznego obowiazuja jedynie dla nazw
niepustych. Oznacza to, ze terminy S oraz P musza mie¢ jakies desygnaty. Nie moga by¢ to

wyrazenia typu: zonaty kawaler, niebieski krasnoludek itp.

Podporzadkowanie.

Pionowe linie reprezentuja to podporzadkowanie. Zaleznos¢ ta polega na tym, ze gdy
prawdziwe jest zdanie ,,gérne”, to prawdziwe jest tez ,,dolne”. Symbolicznie:

1) SaP — SiP,

2) SeP — SoP

Na przyktad, gdy prawdziwe jest zdanie kazda kura jest ptakiem, to prawdziwe jest tez
niektore kury sq ptakami (lub lepiej: istniejg kury bedgce ptakami). Gdy prawdziwe jest zadna
krowa nie jest ptakiem, to prawdziwe jest tez niektdre krowy nie sq ptakami (lub lepiej:
istniejq krowy nie bedgcy ptakami).

Mozemy tez powiedzie¢, ze zdanie ,dolne” wynika ze zdania, ktoremu jest

podporzadkowane.

Przeciwienstwo.

Pozioma linia na gorze pomiedzy SaP oraz SeP to przeciwienstwo. Polega ono na tym,
ze wymienione zdania nie moga by¢ zarazem prawdziwe. Czyli, gdy jedno jest prawdziwe, to
drugie musi by¢ fatszywe. Symbolicznie:

3) SaP — ~ (SeP),

4) SeP — ~ (SaP)
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Na przyktad gdy prawdziwe jest zdanie kazda papuga jest ptakiem to fatszywe musi by¢
zadna papuga nie jest ptakiem. Natomiast, gdy prawdziwe jest zadna krowa nie jest ptakiem,
to fatszywe musi by¢ kazda krowa jest ptakiem.

Zdania przeciwne moga by¢ jednak jednoczesnie fatszywe. Przyktadowo fatszywe jest
zaréwno zdanie kazda krowa jest czarna oraz zadna krowa nie jest czarna.

W przypadku zdan przeciwnych mozemy tez powiedzieé, ze zdania te si¢ wykluczaja.

Podprzeciwienstwo.

Pozioma linia na dole, taczaca zdania SiP oraz SoP, to podprzeciwienstwo. Zdania
podprzeciwne nie moga by¢ zarazem fatszywe. Czyli, gdy jedno jest fatszywe, to drugie musi
by¢ prawdziwe. Symbolicznie:

5) ~ (SiP) — SoP

6) ~ (SoP) — SiP

Przyktadowo, gdy fatszywe jest zdanie niektore kanarki sq niedZzwiedziami, to
prawdziwe jest niektore kanarki nie sq niedzwiedziami (lub lepiej: istniejg kanarki nie bedgce
niedzwiedziami). Gdy natomiast fatszywe jest zdanie niektére zaby nie sq pfazami, to
prawdziwe musi by¢ niektore zaby sq pfazami (lub lepiej: istniejq zaby bedgce pfazami).

Zdania podprzeciwne moga by¢ jednak jednoczesnie prawdziwe, przyktadowo: niektorzy
Polacy sq katolikami i niektérzy Polacy nie sq katolikami.

W przypadku zdan podprzeciwnych mozemy tez powiedziec, ze zdania te si¢ dopetniaja.

Sprzecznosé.

Linie skosne, taczace zdanie SaP z SoP oraz SeP z SiP, reprezentuja Sprzecznosé.
Sprzecznos$¢é oznacza, ze zdania te nie moga by¢ zarazem ani prawdziwe, ani fatszywe.
Mdwiac inaczej, maja one zawsze r6zna wartos¢ logiczna; gdy jedno prawdziwe, to drugie
falszywe, a gdy jedno fatszywe, to drugie prawdziwe. Symbolicznie:

7) SaP — ~ (SoP)

8) ~ (SaP) — SoP

9) SoP — ~ (SaP)

10) ~ (SoP) — SaP

11) SeP — ~ (SiP)

12) ~ (SeP) — SiP

13) SiP — ~ (SeP)
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14) ~ (SiP) — SeP

Przyktadowo, jesli prawdziwe jest zdanie kazdy sfon jest ssakiem, to fatszywe musi by¢
niektdre sfonie nie sq ssakami. Gdy natomiast fatszywe jest zdanie kazdy sfor zyje w Afryce,
to prawdziwe musi by¢ niektore sfonie nie zyjg w Afryce (wzory 7 i 8). Podobne przyktady
fatwo poda¢ réwniez w odniesieniu do pozostatych wzordw.

Ponizszy rysunek moze pomoc w zapamigtaniu wzoréw kwadratu logicznego:

2.4.2. PRAKTYKA: WYKORZYSTANIE KWADRATU
LOGICZNEGO.

Zadania zwiazane z kwadratem logicznym polegaja zwykle na tym, ze na podstawie
prawdziwosci lub falszywosci podanego zdania kategorycznego, nalezy okresli¢ wartosé

logiczna pozostatych zdan, w ktérych wystepuja te same terminy S oraz P.

Przyklad:

Prawdziwe jest zdanie: Kazdy strus jest ptakiem.

Co mozna powiedzie¢ na podstawie kwadratu logicznego o innych zdaniach
kategorycznych majacych ten sam podmiot i orzecznik?

Aby rozwiaza¢ to zadanie, musimy sprawdzi¢, co wynika z prawdziwosci zdania typu
SaP, a wiec, w praktyce, poszuka¢ wzoréw rozpoczynajacych sie od SaP. Wz6r 1) mowi, ze
prawdziwe musi by¢ réwniez zdania podporzadkowane SaP, czyli SiP — niektdre strusie sq
ptakami (lub lepiej: istniejq strusie bedgce ptakami). Wzér 3) stwierdza, ze fatszywe musi by¢
zdanie przeciwne do SaP, a wiec SeP — zaden strus nie jest ptakiem. Wzor 7) stanowi, ze

fatszywe musi by¢ zdanie sprzeczne z SeP, czyli SoP — niektdre strusie nie sq ptakami.
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Przyklad:

Fatszywe jest zdanie: Niektorzy goscie dotrwali do kozsca imprezy.

Sprawdzimy warto$¢ logiczna pozostatych zdan kategorycznych o tym samym
podmiocie i orzeczniku.

Szukamy wzoréw, ktore mdwia, co wynika z falszywosci zdania SiP. Zgodnie ze
wzorem 5) widzimy, ze prawdziwe musi by¢ zdanie SoP — niektorzy goscie nie dotrwali do
korica imprezy (lub lepiej: istniejg goscie, ktorzy nie dotrwali do kosica imprezy). Wz6r 14)
stwierdza natomiast, ze prawdziwe musi by¢ zdanie sprzeczne z SiP, czyli SeP — zaden z
gosci nie dotrwa? do korica imprezy.

Nie mamy wiecej wzoréw zaczynajacych si¢ od ~ (SiP). Jednakze mamy kolejne dane:
dowiedzielismy si¢ przed chwila, ze prawdziwe sa zdania SoP i SeP. Musimy wigc sprawdzic¢,
czy z tych faktow nie da si¢ jeszcze czegos wywnioskowaé. Wzor 2) stwierdza cos, co juz
wiemy — ze prawdziwe jest SoP. Natomiast wzory 4) i 9) daja nam nowa informacjg: fatszywe

jest zdanie SaP — kazdy gos¢ dotrwaZ do korica imprezy.

Przyklad:

Falszywe jest zdanie: Kazdy polityk jest uczciwy.

Co mozna powiedzie¢ na podstawie kwadratu logicznego o innych zdaniach
kategorycznych z tymi samymi terminami S oraz P?

Szukamy wzordw, ktdre mowia, co wynika z fatszywosci zdania SaP, czyli tych, ktére
zaczynaja si¢ od ~ (SaP). Znajdujemy tylko jeden taki wzér — 8). A zatem mozemy
stwierdzi¢, ze prawdziwe jest zdanie SoP, czyli niektorzy politycy nie sq uczciwi. Wigcej z
falszywosci zdania SaP nie da sie¢ wywnioskowa¢. Szukamy wiec, czy moze czegos wiecej
dowiemy si¢ na podstawie informacji o prawdziwosci SoP. Wzér 9) stwierdza to, co juz
wiemy, ze falszywe jest SaP. Widzimy wigc, ze na podstawie kwadratu logicznego nie
jestesmy zatem w stanie w zaden sposob okresli¢ wartosci logicznej zdan SiP oraz SeP, czyli:
niektorzy politycy sq uczciwi oraz zaden polityk nie jest uczciwy. Mozemy co najwyzej
stwierdzi¢, ze, poniewaz sa to zdania sprzeczne, maja one rézne wartosci logiczne; ktore jest

jednak prawdziwe, a ktore fatszywe, tego z kwadratu logicznego si¢ nie dowiemy.
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Przyklad:

Prawdziwe jest zdanie: Niektorzy zfodzieje nie sq politykami.

Sprawdzimy, co mozemy powiedzie¢ na podstawie kwadratu logicznego o innych
zdaniach kategorycznych z tym samym podmiotem i orzecznikiem.

Znajdujemy tylko jeden wzor zaczynajacy si¢ od SoP. Wzor 9) stwierdza, ze falszywe
musi by¢ zdanie sprzeczne z SoP, czyli SaP — kazdy z/odziej jest politykiem.

O pozostatych zdaniach, czyli SiP oraz SeP, nic nie mozemy powiedziec.

DO ZAPAMIETANIA:

Znajac wartos¢ logiczna jakiegokolwiek zdania kategorycznego,
jestesmy w stanie okreslic prawdziwos¢ lub fatszywosé przynajmniej
jednego zdania o tym samym podmiocie i orzeczniku — zdanie sprzeczne z
badanym zawsze bedzie miato inng wartos¢.

Najwiecej jestesmy w stanie powiedzie¢ na podstawie informacji o

prawdziwosci zdan ogolnych, czyli SaP i SeP oraz fatszywosci szczegdtowych SiP oraz SoP.
Mozemy wtedy zawsze okresli¢ wartosci wszystkich pozostatych zdan.

Najmniej mozemy wywnioskowa¢ z prawdziwosci zdan szczegétowych (SiP oraz SoP)
oraz falszywosci zdan ogélnych (SaP i SeP) — jedynie to, ze odwrotna wartos¢ posiada zdanie

sprzeczne z badanym zdaniem.

2.5. INNE PRAWA WNIOSKOWANIA
BEZPOSREDNIEGO.

2.5.1. LYK TEORII.

Zaleznosci kwadratu logicznego nie sa jedynymi prawami
‘2 ; ] whnioskowania bezposredniego. Ponizej oméwimy pozostate.
N W przedstawionych nizej prawach wystepowac beda czesto
tak zwane nazwy negatywne typu nie-student, nie-pies, nie-

wydra, itp. Nazwy te bedziemy oznacza¢ przy pomocy znaku

) ——

»prim”. Przyktadowo, jesli przez S oznaczymy nazwe czfowiek,

to nie-czfowiek zapiszemy S’. Zbior desygnatéw (denotacje)

PN TEO @11
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nazwy S’ stanowi¢ bedzie zbiér dopetniajacy sie ze zbiorem desygnatow S. Cuzyli,
przyktadowo, jesli S to nazwa ksigzka, to denotacja S’ bedzie zbidr wszystkich obiektow nie
bedacych ksiazkami.

Zakres nazwy negatywnej mozna rozumie¢ na dwa sposoby. Na przyktad, dla jednej
osoby nie-pies moze oznacza¢ tylko zwierzgta nie bedace psami (czyli bobry, chomiki,
dziecioty, foki itp.), natomiast dla kogos innego wszystkie obiekty nie bedace psami, a wigc
oprdcz zwierzat rowniez np. ksiazki, samochody, telefony itp. W naszych rozwazaniach nie
bedziemy zwykle precyzowac, o jakie znaczenie nam chodzi, przyjmujac domysinie takie,
ktore wydaje si¢ bardziej wiasciwe w danym kontekscie.

Przy rozwiazywaniu niektérych zadan istotna bedzie czasami znajomos¢ oczywistego
faktu, iz dwa przeczenia si¢ znosza. Przyktadowo nie-nie-ptak, to to samo, co po prostu ptak.
A zatem (S’)’ =S

Przedstawione ponizej prawa wnioskowania bezposredniego obowiazuja, podobnie jak
prawa kwadratu logicznego, jedynie dla nazw niepustych, czyli takich, ktére majac jakies
desygnaty. Dodatkowo, nie moga by¢ to tez tak zwane nazwy uniwersalne — czyli obejmujace

swym zakresem wszystkie przedmioty.

Konwersja.

Konwersja polega na zmianie miejsc podmiotu i orzecznika zdania bez zmiany jego
jakosci (czyli zdanie przeczace ma zosta¢ przeczacym, a twierdzace — twierdzacym).
Ponizsze wzory pokazuja, jaki rodzaj zdania wtedy otrzymujemy.

1) SeP — PeS

2) SiP — PiS

3) SaP — PiS

Zdanie SoP nie podlega konwersji.

Przyktadowo, ze zdania zadna krowa nie jest strusiem, mozemy na mocy konwersji
wywnioskowaé, ze zaden strus nie jest krowg; ze zdania niektorzy ministrowie sq
przestepcami — niektdrzy przestepcy sq ministrami; a ze zdania kazdy kij ma dwa korice,

zdanie niektore przedmioty majgce dwa korice sq kijami.
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Obwersja.

Obwersja polega na dodaniu negacji do orzecznika zdania z jednoczesna zmiana (tylko)
jego jakosci. Tak wigc ze zdania twierdzacego otrzymujemy przeczace, a Z przeczacego
twierdzace.

4) SaP — SeP’

5) SeP — SaP’

6) SiP — SoP’

7) SoP — SiP’

Przyktadowo, ze zdania kazdy tygrys jest drapieznikiem, wynika, na mocy obwersji
zdanie zaden tygrys nie jest nie-drapieznikiem; ze zdania zadna mrowka nie jest sfoniem,
zdanie kazda mrowka jest nie-sfoniem, ze zdania niektdrzy posfowie sq idiotami, zdanie
niektorzy posfowie nie sq nie-idiotami, a ze zdania niektdrzy bogacze nie sq skgpcami, zdanie

niektorzy bogacze sq nie-skgpcami.

Kontrapozycja.

Mowimy o kontrapozycji czesciowej (zamiana miejscami podmiotu i orzecznika oraz
zanegowanie tego drugiego) oraz zupetnej (zamiana miejscami podmiotu i orzecznika oraz
zanegowanie obu). Kontrapozycji nie podlega zdanie SiP.

Kontrapozycja czesciowa:

8) SaP — P’eS

9) SeP — P’iS

10) SoP — P’iS

Kontrapozycja zupetna:

11) SaP — P’aS’

12) SeP —» P’0S’

13) SoP — P’0S’

Przyktadowo, ze zdania kazdy sledz jest rybg wynika zdanie Zadna nie-ryba nie jest
sledziem (kontrapozycja czesciowa) oraz kazda nie-ryba jest nie-sledziem (kontrapozycja
zupetna), ze zdania zaden wieloryb nie jest rybg wynika niektdre nie-ryby sq wielorybami (k.
cz.) oraz niektdre nie-ryby nie sq nie-wielorybami (k. z.), a ze zdania niektére torbacze nie sq
kangurami wynika niektore nie-kangury sq torbaczami (k. cz.) oraz niektore nie-kangury nie
Sq nie-torbaczami (k. z.).
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Inwersja.

Inwersja, podobnie jak kontrapozycja, moze by¢ czesciowa lub zupetna. Podlegaja jej
tylko zdania ogolne.

Inwersja czesciowa:

14) SaP — S’oP

15) SeP — S’iP

Inwersja zupetna:

16) SaP — S’iP’

17) SeP — S’oP’

Przyktadowo, ze zdania kazda mysz jest gryzoniem wynika zdanie niektore nie-myszy nie
Sq gryzoniami (inwersja czesciowa) oraz niektdre nie-myszy sq nie-gryzoniami (inwersja
zupetna). Natomiast ze zdania zaden indyk nie jest z0/wiem, wynika zdanie niektore nie-indyki

sq z6iwiami (i. cz.) oraz niektore nie-z6#wie nie sq nie-indykami.

2.5.2. PRAKTYKA: ZASTOSOWANIE PRAW WNIOSKOWANIA
BEZPOSREDNIEGO.

Prawa konwersji, obwersji, kontrapozycji i inwersji wykorzystujemy do sprawdzania, co

wynika z danego zdania kategorycznego.

Przyklad:

Zobaczymy, co wynika, na mocy poznanych praw, ze zdania: Zaden demokrata nie jest
faszystq.

Poniewaz nasze zdanie ma posta¢ SeP, mozemy z niego wyciagna¢ nastepujace wnioski:

Zaden faszysta nie jest demokratg (konwersja, wzor 1).

Kazdy demokrata jest nie-faszystq (obwersja, wzor 5).

Niektorzy nie-faszysci sq¢ demokratami (kontrapozycja czesciowa, wzor 9).

Niektdrzy nie-faszysci nie sq nie-demokratami (kontrapozycja zupetna, wzér 12).

Niektdrzy nie-demokraci sq faszystami (inwersja czesciowa, wzér 15).

Niektdrzy nie-demokraci nie sq nie-faszystami (inwersja zupetna, wzor 17).

116



Przyklad:

Sprawdzimy, co wynika, na mocy poznanych praw, ze zdania: Kazda dobra kochanka
jest dyskretna.

Nasze zdanie ma posta¢ SaP. Widzimy wigc, ze mozemy z niego wyciagnaé nastgpujace
whnioski:

Niektdre osoby dyskretne sq dobrymi kochankami (konwersja, wzor 3).

Zadna dobra kochanka nie jest kims niedyskretnym (obwersja, wzor 4).

Zadna osoba nie bedgca dyskretng nie jest dobrg kochankg (kontrapozycja czesciowa,
wzor 8).

Kazda osoba niedyskretna jest niedobrg kochankg (kontrapozycja zupetna, wzor 11).

Niektore osoby nie bedgce dobrymi kochankami nie sq dyskretne (inwersja czesciowa,
wzor 14).

Niektdre osoby nie bedgce dobrymi kochankami sq niedyskretne (inwersja zupetna, wzér
16).

Czasem juz w zdaniu, ktére poddajemy konwersji, obwersji itd. wystepuja nazwy
negatywne. W takich przypadkach, przy dokonywaniu niektorych operacji nalezy pamigtac o

prawie znoszenia si¢ podwaojnego przeczenia, a wigc: (S’)’ = S.

Przyklad:

Sprawdzimy, co na mocy poznanych praw wynika ze zdania: Zaden nie-ptak nie jest
wréblem.

Nasze zdanie ma posta¢ S’eP. Wynikaja z niego nastgpujace zdania:

Zaden wrobel nie jest nie-ptakiem (1).

Kazdy nie-ptak jest nie-wroblem (5).

Niektdre nie-wroble sq nie-ptakami (9).

Niektdre nie-wrdble nie sq ptakami (12 po zastosowaniu prawa: (S’)’ = S).

Niektore ptaki s¢ wroblami (15 po zastosowaniu prawa: (S’)’ = S).

Niektdre ptaki nie sq nie-wroblami (17 po zastosowaniu prawa: (S’)’ = S).
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Przyklad:

Sprawdzimy, co na mocy poznanych praw wynika ze zdania: Niektdre ptaki sq¢ nie-
kanarkami.

Nasze zdanie ma postac¢ SiP’. Wynikaja z niego nastgpujace zdania:

Niektdre nie-kanarki sq ptakami (2).

Niektdre ptaki nie sq kanarkami (6 po zastosowaniu prawa: (P)’ = P).

SLOWNICZEK.

Blad formalny — btad polegajacy na tym, ze wniosek rozumowania nie wynika logicznie
z przestanek.

Blad materialny — btad polegajacy na uzyciu we wnioskowaniu przynajmniej jednej

falszywej przestanki.

Denotacja nazwy (zakres nazwy) — zbior wszystkich desygnatow danej nazwy.

Przyktadowo zbior wszystkich studentdw jest denotacja (zakresem) nazwy student.

Desygnat nazwy — obiekt oznaczany przez dana nazwe. Na przyktad kazdy z nas jest

desygnatem nazwy cz/owiek.

Nazwa pusta — nazwa nie posiadajaca ani jednego desygnatu. Na przykiad centaur,

jednorozec, czfowiek o wzroscie 3 m, zonaty kawaler itp.

Przestanka mniejsza — przestanka zawierajaca termin mniejszy sylogizmu.

Przestanka wigksza — przestanka zawierajaca termin wigkszy sylogizmu.

Termin mniejszy sylogizmu — nazwa wystepujaca jako podmiot we wniosku sylogizmu.

Termin mniejszy oznacza sie zwykle symbolem S.
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Termin rozlozony — nazwa, 0 ktdrej catym zakresie (wszystkich desygnatach) jest
mowa w zdaniu kategorycznym. W zdaniu S a P roztozone jest S, w S e P zaréwno S jak i P,

w S 0 P — jedynie P. W zdaniu S i P zaden termin nie jest roztozony.

Termin sredni sylogizmu — nazwa nie wystepujaca we wniosku sylogizmu, za to

obecna w obu jego przestankach. Termin sredni oznacza si¢ zwykle symbolem M.

Termin wiekszy sylogizmu — nazwa wystgpujaca jako orzecznik sylogizmu. Termin

wigkszy oznacza si¢ zwykle symbolem P.

Zdanie kategoryczne — zdanie majace jedna z nastgpujacych postaci (gdzie S i P
reprezentuja nazwy): kazde S jest P, zadne S nie jest P, niektore S sq P, niektdre S nie sq P.

119



Rozdziat 11

KLASYCZNY RACHUNEK PREDYKATOW.
Wstep.

W niniejszym rozdziale omowiony zostanie kolejny system logiczny, ktéry moze stuzy¢ do
analizy rozumowan — klasyczny rachunek predykatéw (KRP), nazywany rowniez
klasycznym rachunkiem kwantyfikatoréw (KRK). System ten, bedac bardziej ztozonym od
rachunku zdan czy sylogistyki, nadaje si¢ do analizy takich rozumowan, wobec ktorych
tamte systemy sa bezradne.

Szerokie pole zastosowania rachunku predykatéw okupione zostaje jednakze powazna
wada — system ten jest o wiele bardziej skomplikowany od dotychczas poznanych.
Sprawne postugiwanie sie him wymaga znacznej wiedzy i uwazane jest czasem za Wyzszy
stopien wtajemniczenia logicznego. W obecnym rozdziale rachunek predykatow
przedstawiony zostanie w postaci mozliwie najprostszej, jednakze, nawet mimo tego, jego
opanowanie bedzie wymagato wigkszego wysitku, niz to byto konieczne w przypadku
poprzednich systemdw. Zrozumienie rachunku predykatow wymaga w miare sprawnego
postugiwania si¢ rachunkiem zdan. Przede wszystkim konieczna jest dobra znajomos¢
spdjnikow logicznych oraz tabelek zero-jedynkowych.

3.1. SCHEMATY ZDAN.

3.1.1. LYK TEORILI.

Poznawanie  rachunku  predykatdbw  rozpoczniemy,
tradycyjnie, od tlumaczenia zdan jezyka naturalnego na jezyk
tego systemu. Schematy zdan na gruncie rachunku predykatow
przypomina¢ beda w pewnym stopniu schematy zapisywane w
ramach rachunku zdan. Podobienstwo to wynika z obecnosci w

jezyku rachunku predykatow spojnikéw logicznych — negacji,

LYK TEO @1 koniunkcji, alternatywy, implikacji i rownowaznosci. Znaczenia

tych spdjnikow oraz reprezentujace je symbole (~, A, v, —, =)

sa tu dokladnie takie same jak w rachunku zdan. W rachunku predykatdéw mamy jednak

rowniez nowe elementy — predykaty oraz kwantyfikatory. Do pisania schematow bedziemy

tez wykorzystywali tak zwane zmienne indywiduowe, ktore beda oznaczaty dowolne obiekty
(indywidua).

Predykaty petnia w KRP role analogiczna do zmiennych zdaniowych w KRZ. To wiasnie

one, w potaczeniu ze zmiennymi indywiduowymi, Sa tu najprostszymi wyrazeniami, z
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ktérych, za pomoca spéjnikdw, mozemy budowac dtuzsze zdania. Predykaty symbolizowac
bedziemy przy pomocy duzych liter, np.: P, Q, R, S itd., po ktérych, w nawiasie, beda
znajdowaty si¢ zmienne indywiduowe, reprezentowane przez mate litery x, y, z itd. Tak wiec
najprostszymi poprawnymi wyrazeniami na gruncie rachunku predykatow sa takie zapisy jak
np.: P(X), czy R(x,y). Pierwsze z nich odczytujemy jako P od x, a drugie jako R od x, Y.
Wyrazenia ztozone otrzymujemy poprzez uzycie spojnikow logicznych. Schemat P(x) A ~ Q
(x) odczytamy jako P od x i nieprawda, ze Q od x. Natomiast R(x,y) — (P(X) v P(y)) — jako
jesliRod x,ytoP od xlub P ody.

Predykaty sa wyrazeniami opisujacymi wiasnosci lub relacje. Wtasnos¢ to nic innego, jak
pewna cecha posiadana przez jakis obiekt. Wiasnoscia jest, na przyktad, ,,bycie
inteligentnym” (cecha jakiegos cztowieka), ,,bycie parzysta” (cecha liczby), ,,bycie
smacznym?”, ,.bycie drogim” itp. itd. Umdéwmy sig, ze predykat opisujacy jaka ceche
oznaczac bedziemy zwykle, dla wygody, przy pomocy pierwszej litery tej cechy. I tak, na
przyktad, fakt, ze jakis obiekt posiada ceche bycia mezczyzna, oznaczymy M(x), bycia
bogatym — B(X), bycia zarozumiatym — Z(x) itp. Gdy w jakims ztozonym wyrazeniu
pojawia si¢ dwie wiasnosci zaczynajace si¢ na t¢ sama litere, to oczywiscie jedna z nich
bedziemy musieli oznaczy¢ inaczej.

Relacje to pewne zwiazKi taczace kilka obiektéw. Nas beda przede wszystkim
interesowaty tak zwane relacje dwuargumentowe, bedace zwiazkami wystepujacymi
pomigdzy dwoma obiektami. Relacja taka jest na przyktad ,,lubienie” (jedna osoba lubi
druga osobg), ,,bycie wyzszym” (ktos lub cos jest wyzsze od kogos lub czegos),
»okradzenie” (ktos okradt kogos) itp. Predykaty oznaczajace takie relacje bedziemy
zapisywali odpowiednio: L(x,y), W(x,y), O(X,y).

Relacjami z wigksza iloscia argumentow nie bedziemy si¢ zajmowac. Dla porzadku
podajmy jednak przykitady relacji taczacych trzy obiekty. Moze by¢ to na przyktad ,relacja
znajdowania sie pomiedzy” (P(X,y,z) — obiekt x znajduje si¢ pomiedzy obiektemy a
obiektem z), czy tez relacja ,,zdradzania z kims” (Z(x,y,z) — osoba x zdradza osobg y z
0soba z).

Uwaga na marginesie.

Scisle rzecz biorac wlasnosci tez sq relacjami — tak zwanymi relacjami jednoargumentowymi. Jednakze, dla
wiekszej jasnosci, w dalszych rozwazaniach termin ,,relacja” zarezerwujemy dla relacji dwuargumentowych,
natomiast relacje jednoargumentowe bedziemy nazywali ,,wlasnosciami”.

Kwantyfikatory to wyrazenia okreslajace ilos¢ przedmiotow, o ktérych jest mowa. Z
kwantyfikatorami zetknelismy si¢ juz w sylogistyce, cho¢ tam nie wspominalismy, ze tak
je wiasnie nazywamy. W rachunku predykatoéw bedziemy mieli do czynienia z dwoma
kwantyfikatorami. Pierwszy z nich odpowiada wyrazeniu dla kazdego i jest najczesciej
oznaczany symbolem V. Kwantyfikator ten bywa nazywany ,,duzym kwantyfikatorem” lub
»Kwantyfikatorem ogdélnym”. Drugi z kwantyfikatoréw odpowiada wyrazeniu niektére, w
znaczeniu istnieje przynajmniej jedno takie. Kwantyfikator ten, oznaczany symbolem 3,
nazywany jest ,,matym kwantyfikatorem”, ,,kwantyfikatorem szczegétowym” lub
»Kwantyfikatorem egzystencjalnym”.
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DO ZAPAMIETANIA:

Osoby znajace jezyk angielski moga tatwo zapamigta¢ znaczenie
kwantyfikatoréw. Kwantyfikator ogélny to odwrdcona litera ,,A” od
angielskiego stowa All — czyli wszystkie, natomiast kwantyfikator
szczegOtowy, to odwrdcone ,,E” od stowa Exists — istnieje.

W schematach zdan, po kwantyfikatorach beda znajdowaty sie (bez
nawiasow, a wigc inaczej niz przy predykatach) symbole zmiennych, do ktérych dany
kwantyfikator si¢ odnosi, na przyktad Vx oznacza dla kazdego x, natomiast 3y — istnieje
takie y lub niektore y

Zapis taki jak 3Ix P(x) — odczytamy jako istnieje takie x, ze P(x) lub (mniej formalnie)
istnieje X majqce wfasnos¢ P, niektdre x majg wiasnosé P itp.

Kwantyfikatory, inaczej niz predykaty, moga wystepowac obok siebie nie potaczone
zadnymi spojnikami. Zapis Vx3y R(X,y) odczytamy dla kazdego x istnieje y, takie ze R od
X, y lub dla kazdego x istnieje takie y, ze X i y sq w relacji R.

Kwantyfikatory mozemy poprzedza¢ spdjnikiem negacji. Przyktadowo, wyrazenie

~ 3x P(x) odczytamy — nie istnieje takie x, ze P od x (nie istnieje X majqce wfasnos¢ P,
zadne x nie ma wfasnosci P), natomiast 3x ~Vy R(x,y) — istnieje x, takie ze nie dla kazdego
Yy, R (x,y) (istnieje takie x, Ze nie dla kazdego vy, x jest do niego w relacji R, istnieje takie X,
ktore nie do wszystkich y jest w relacji R).

DO ZAPAMIETANIA:

Przedstawmy w skrocie symbole konieczne przy pisaniu schematow zdan na
gruncie rachunku predykatow

Spajniki zdaniowe:

RAYRD) _>1E

Zmienne indywiduowe:
X, Y, Z... itd.
Symbole predykatow:
P,Q, R, S...itd.
Symbole kwantyfikatorow:

V — oznaczajacy dla kazdego (tak zwany ,,duzy kwantyfikator” lub ,,kwantyfikator
0golny™)

3 — oznaczajacy istnieje lub niektore (tak zwany ,,maty kwantyfikator”, ,,kwantyfikator
szczegotowy” lub , kwantyfikator egzystencjalny™)

Nalezy pamictac, ze predykaty wystepowac beda zawsze razem z, ujetymi w nawiasach,
zmiennymi np.:

P(X) — zapis 0znaczajacy, ze X ma wiasnosc P,
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R(X,y) — zapis oznaczajacy, ze X i y sa ze soba w relacji R,

Kwantyfikatory w praktyce wystepowac beda razem ze zmiennymi nazwowymi, np.: VX,
Jy... itp.

Przy pisaniu schematow bedziemy w rachunku predykatow korzystali rowniez z
nawiasow, ktore, podobnie jak w rachunku zdan, petnia pomocnicza role, pokazujac co si¢
z czym taczy i likwidujac mozliwe wieloznacznosci.

Do pisania schematow moze przyda¢ si¢ jeszcze jedna istotna informacja. Dotyczy ona
pojecia tak zwanej zmiennej zwiazanej przez kwantyfikator oraz zmiennej wolnej
(niezwiazanej). Kazdy kwantyfikator ,,wiaze” zmienna, ktdéra si¢ przy nim znajduje — np.
kwantyfikator 3x wiaze zmienna X, a Vy — zmienna y. Kwantyfikatory wiaza jednak nie
wszystkie danego typu, ale tylko te, ktore znajduja si¢ w ich zasiegu — czyli w nawiasie
otwartym bezposrednio po kwantyfikatorze lub, w przypadku braku nawiasu, w wyrazeniu
najblizszym kwantyfikatorowi. Najtatwiej wyjasni¢ to na przykladzie: w schemacie
VX (P(X) > Q(X)) zwiazane sa zmienne X w catej formule, natomiast w schemacie
VX P(X) — Q(x) jedynie zmienna znajdujaca si¢ przy predykacie P (zmienna przy Q jest w
takim razie zmienna wolna). W schemacie 3Ix(P(x) A Q(x,y)) > Vz R(z,x) zmienna X jest
zwiazana przy predykacie P oraz Q, natomiast wolna przy R; zmienna y jest wolna (nie ma w
ogole wiazacego jej kwantyfikatora); zmienna z jest zwiazana (przez kwantyfikator V)

Pojecie zmiennej wolnej i zwiazanej bedzie dla nas istotne, gdyz w prawidtowo
zapisanych schematach zdan jezyka naturalnego nie moga wystepowaé zmienne wolne
(mdwiac inaczej wszystkie zmienne musza by¢ zwiazane jakims$ kwantyfikatorem). Z faktu
tego wynika istotny wniosek — kazdy schemat bedzie musiat zaczyna¢ si¢ jakims
(przynajmniej jednym) kwantyfikatorem, ktory bedzie wiazat wystepujace dalej zmienne.
Zadna zmienna nie bedzie mogta sie pojawi¢, zanim nie wystapi wiazacy ja kwantyfikator.

Jesli w schemacie nie ma zmiennych wolnych, to mozna go zawsze tak odczyta¢, aby nie
wypowiada¢ stow iks, igrek, zet itp., ktérych przeciez w zdaniach jezyka naturalnego nie
uzywamy. Przyktadowo, gdy przyjmiemy, ze predykat F oznacza wiasnos¢ bycia filozofem,
to schematy 3x F(x) oraz ¥x F(x) mozemy wprawdzie odczyta¢ kolejno: istnieje x bedgcy
filozofem, oraz dla kazdego x, x jest filozofem, ale o wiele zgrabniej jest powiedzie¢ istniejg
filozofowie (niektorzy sq filozofami) oraz kazdy jest filozofem. Zabieg ,,pozbycia” sie

zmiennych nie jest mozliwy, gdy sa one wolne; schemat F(x) musimy odczytaé: x jest
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filozofem. To ostatnie wyrazenie nie jest na pewno, przynajmniej z punktu widzenia logiki,

zdaniem jezyka naturalnego, a jedynie tak zwana ,,forma zdaniowa”.

Uwaga na marginesie.

To, ze w schematach zdan jezyka naturalnego nie moze by¢ zmiennych wolnych, nie oznacza, ze
zmiennych takich w ogéle nie moze by¢ w formutach rachunku predykatéw. W rachunku predykatéw moga
istnie¢ bowiem formuty (m.in. te, ktore zawieraja zmienne wolne) nie bedace schematami zadnego zdania jezyka

naturalnego.

3.1.2 PRAKTYKA: BUDOWANIE SCHEMATOW ZDAN NA GRUNCIE KRP.

Przystepujac do budowania schematéw zdan w ramach rachunku predykatow, musimy
sobie przede wszystkim uswiadomi¢, jakie w naszym zdaniu wystepuja wiasnosci i/lub relacje
i zastapi¢ je odpowiednimi symbolami predykatow. Nastepnie powinnismy si¢ zastanowic,
jakie kwantyfikatory beda nam w schemacie potrzebne. Ostatecznie musimy potaczyé
wszystko w catos¢ przy pomocy spojnikdw i nawiasow, tak aby otrzymaé¢ schemat danego
zdania.

Piszac schemat zdania nalezy pamigtac¢, ze ma to by¢ zawsze tak zwany schemat gtéwny,
czyli mozliwie najdtuzszy, najgitebiej wnikajacy w strukture zdania; taki w ktérym obecne sa
wszystkie mozliwe do wyodrebnienia spojniki, predykaty i kwantyfikatory.

Rozpoczniemy od budowania bardzo prostych schematéw zdan, w ktérych wystepuja
jedynie wiasnosci.

Przyklad:

Zapiszemy schemat zdania: Niektdrzy
z{odzieje sq politykami.

W zdaniu tym jest mowa o dwdch
wiasnosciach — byciu ztodziejem oraz byciu
politykiem; oznaczymy je odpowiednio
literami Z i P. Zdanie zaczyna si¢ od zwrotu

niektorzy, bedacego  odpowiednikiem NIETS @2y ZboD21EvE 58, oLy ca
kwantyfikatora 3, a wiec od tego symbolu "
powinien rozpocza¢ sie nasz schemat. Nasze zdanie stwierdza, ze istnieja obiekty, ktdre sa

zar6wno ztodziejami, jak i politykami (posiadaja obie te cechy jednoczesnie), w zwiazku z
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czym potrzebny nam bedzie jeszcze spéjnik koniunkcji. Ostateczny schemat przedstawia si¢
nastepujaco:

Ix (Z(x) A P(x))

Nawias w powyzszym schemacie jest konieczny, aby pokazaé, ze kwantyfikator wiaze

zmienna X znajdujaca Si¢ zarowno przy predykacie Z, jak i przy P.

Przyklad:

Zapiszemy schemat zdania: Kazdy rasista jest ograniczony.

W powyzszym zdaniu mowa jest o dwdch wiasnosciach — bycia rasista i bycia
ograniczonym. Mamy tu tez stowo kazdy, bedace odpowiednikiem kwantyfikatora ogdlnego.
Pewnym problemem dla poczatkujacych moze by¢ znalezienie odpowiedniego spéjnika
taczacego predykaty R oraz Q. Gdybysmy jednak wstawili tu koniunkcje, tak jak w
poprzednim przykitadzie, otrzymalibysmy schemat WVvx (R(X) A O(x)), czyli wyrazenie
mowiace: kazdy jest rasistq i jest ograniczony (kazdy jest ograniczonym rasistg) — a wiec na
pewno nie zdanie, ktérego schemat mamy napisa¢. Nasze zdanie, Kazdy rasista jest
ograniczony, stwierdza, ze jesli ktos jest rasista, to jest on ograniczony, a wigc prawidtowy
schemat powinien wygladac:

VX (R(X) > O(x))

WARTO ZAPAMIETAC.
W schematach zdan jezyka naturalnego rzadko si¢ zdarza, aby w formule
wiazanej przez kwantyfikator vV gtéwnym spojnikiem byta koniunkcja. Na

0got jest to implikacja lub ewentualnie alternatywa. Koniunkcja wystepuje

natomiast zwykle jako gtowny spojnik formut wigzanych przez kwantyfikator
3. Czyli:

VX (... > ..) lub vXx (... v ..)

X (oo A L)

Powyzsze stwierdzenia nie stanowia jednak w zadnym razie jakichkolwiek praw
logicznych. Jest to po prostu uzyteczna obserwacja, ktora sprawdza si¢ w zdecydowanej
wigkszosci (cho¢ nie wszystkich!) przypadkow.
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Przyklad:

Zapiszemy schemat zdania: Nie kazdy logik jest abstynentem.

W powyzszym zdaniu wystepuja wiasnosci bycia logikiem oraz bycia abstynentem. Jest
tez odpowiednik kwantyfikatora dla kazdego, jednak poprzedzony stowem nie. Tak wigc
schemat powinien zacza¢ sie od zwrotu: ~ VX. Jako spdjnika taczacego predykaty nalezy uzy¢
implikacji (wykorzystanie koniunkcji datoby schemat zdania: Nie kazdy jest logikiem i
abstynentem). Mamy wigc:

~ VX (L(X) > A(X))

Przyklad:

Zapiszemy schemat zdania: Niektorzy studenci nie sq pilni.

W zdaniu mowa jest o wiasnosciach bycia studentem i bycia pilnym. Ta druga jest jednak
zanegowana. Zdanie stwierdza, ze sa 0soby posiadajace wiasnos¢ bycia studentem i
jednoczesnie nie posiadajace wiasnosci bycia pilnym. A zatem:

Ix (S(x) A ~ P(x))

Przyklad:

Zapiszemy schemat zdania: Zaden dziennikarz nie jest obiektywny.

W powyzszym zdaniu mamy na pewno do czynienia z wiasnoscia bycia dziennikarzem
oraz bycia obiektywnym. Ktopot sprawi¢ moze wybor odpowiedniego kwantyfikatora. Czemu
odpowiada¢ moze stowo zZaden w rozwazanej wypowiedzi? Z jednej strony jest to
»hegatywny” sposob powiedzenia czegos o wszystkich dziennikarzach — o kazdym
dziennikarzu zdanie stwierdza, ze nie jest obiektywny. Z innego punktu widzenia mozna
jednak rowniez powiedzie¢, iz zdanie stwierdza, ze nie istnieje taki dziennikarz, ktory
posiadatby ceche bycia obiektywnym. Czy schemat zacza¢ nalezy zatem wyrazeniem VX, czy
tez ~ Ix? Obie odpowiedzi na to pytanie sa dobre! Ot6z, w przypadku powyzszego zdania,
napisa¢ mozemy dwa rownie dobre schematy:

VX (D(x) = ~ O(x)), oraz

~ 33X (D(x) A O(x))

Oba te schematy sa logicznie rownowazne; mowia one doktadnie to samo. Dyskusje
budzi¢ moze, ktéry z nich uzna¢ nalezy za bardziej pierwotny; lepiej, w sposob bardziej
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naturalny, oddajacy strukturg rozpatrywanego zdania. Wielu logikow twierdzi, ze zdanie typu
zaden... nie jest... jest zdaniem ogolnym (wigcej na ten temat w rozdziale o sylogizmach), a
wigC jego schemat powinien zaczyna¢ sie¢ od kwantyfikatora V. Inni dopuszczaja jednak

rowniez drugi schemat, jako w rownym stopniu wiasciwy.

Uwaga na btedy!

Nie zawsze, tak jak w przypadku powyzszego przyktadu, dwa schematy mozna
uzna¢ za réwnie dobre, na podstawie tego, ze sg one logicznie réwnowazne.
Przykladowo do schematu zdania w przykfadzie Nie kazdy logik jest abstynentem
mozna utworzy¢ rownowazny mu schemat: 3x (L(X) A ~ A(X)). W tym jednak
przypadku wielu (cho¢ rowniez, nie wszyscy) logikdw nie uznatoby tego schematu za
wiasciwy. Pomimo, ze zdania Nie kazdy logik jest abstynentem oraz Niektérzy logicy
nie sg abstynentami (literalne odczytanie drugiego schematu) sg logicznie
rownowazne i wyrazajg te samg tres¢ (opisujg ten sam fakt), to trudno uznac, ze sg
to te same zdania.

W wielu podobnych przypadkach nie ma zgody, ktére schematy nalezy uznac za
poprawne, a ktére nie. Najlepiej kierowa¢ sie wskazowka, ze schemat powinien w
spos6b najbardziej intuicyjny odzwierciedla¢ strukture danego zdania. Jesli zdanie
zaczyna sie od zwrotu nie kazdy, to schemat powinien zaczac sie od ~ V, jesli zdanie

zaczyna sie od niektore, to schemat rozpoczynamy od 3.

3.1.3. UTRUDNIENIA | PULAPKI.

Obecnie zajmiemy si¢ bardziej ztozonymi schematami. Czesto zdarza si¢
tak, ze w przypadku dituzszych zdan istnieje wiele mozliwosci zbudowania
poprawnych schematéw. Dopuszczalne sa rozne mozliwosci, szczegolnie
w zakresie stosowania nawiasow i ustawienia kwantyfikatorow. Na
omowienie wszystkich tych mozliwosci i zwiazanych z nimi niuanséw nie
starczytoby tu miejsca — wspomniana zostanie tylko czes¢ z nich. Dlatego podane nizej
rozwiazania nalezy traktowac w niektorych przypadkach jako przyktadowe, nie
wykluczajace innych poprawnych odpowiedzi.
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Wiegcej predykatow.
Oczywiscie w formule moze znajdowac si¢ wigcej predykatow niz jeden lub dwa.

Przyklad:
Napiszemy schemat zdania: Nie kazdy znany RN
muzyk jest artystq. A

W zdaniu powyzszym mamy do czynienia z
trzema wiasnosciami — byciem muzykiem, byciem
znanym oraz byciem artysta. Zdanie stwierdza, ze nie

kazdy kto posiada dwie pierwsze, posiada rowniez

trzecia, czyli, mowiac bardziej formalnie, nie kazdy X,

jesli posiada wiasnos¢ M oraz Z, to posiada tez wie wezsy zvany mozve sesT arTvsTa
wiasnos$¢ A. Schemat bedzie wygladat zatem nastepujaco:

~ VX [(M(X) A Z(x)) > A(X)]

W powyzszym schemacie koniunkcja M(x) A Z(x) znajduje si¢ w nawiasie, aby wyraznie
byto widoczne, ze gtdwnym spéjnikiem jest tu implikacja. Jesli chodzi o zastosowanie
nawiasow w ztozonych formutach, to w rachunku predykatéw obowiazuja wszystkie zasady
znane z rachunku zdan.

Watpliwosci moze budzi¢, czy prawidtowa jest kolejnos¢, w jakiej umieszczone zostaty
cztony koniunkcji, czyli cechy bycia muzykiem i bycia znanym. Kolejnos¢ ta jest jednak
catkowicie bez znaczenia. Koniunkcja, w jej rozumieniu przyjetym w logice, ma te wiasnosc,
ze jej cztony mozemy umieszcza¢ w dowolnej kolejnosci i nie zmienia to w niczym sensu

wyrazenia. Tak wigc rownie dobry bytby schemat: ~ Vx [(Z(X) A M(X)) — A(X)]

Uwaga na btedy!

Nie zawsze jest tak, ze dwa okreslenia (tak jak znany i muzyk w poprzednim
przyktadzie) odnoszace sie do pewnego obiektu dajg sie roztozy¢ na dwie osobne
cechy. Przyktadowo, gdybysmy mieli do czynienia ze zdaniem, w ktorym znalaztoby
sie stwierdzenie, ze kto$ jest ,dobrym rewolwerowcem”, to nie moglibysmy rozbic

tego okreslenia na cechy bycia dobrym i bycia rewolwerowcem, gdyz wypaczyto by
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to sens zdania. Wymienione cechy tworzg cato$¢ — jej rozbicie zmienitoby znaczenie
jednej z nich — bycia dobrym.

Nie istnieje zadna metoda pozwalajgca jednoznacznie stwierdzi¢, kiedy
wymienione w zdaniu cechy mozna i nalezy roztozy¢, a kiedy jest to niemozliwe.
Zawsze bedg istniaty przypadki graniczne i dyskusyjne. Trudno na przyktad ustalic,
czy wilasnos¢ bycia ,matym stoniem” mozemy rozbi¢ na dwie osobne wiasnosci —
bycia stoniem i bycia matym, czy tez trzeba te wlasnos¢ traktowac jako
nierozktadalng catosc.

Wigcej kwantyfikatorow.

W schemacie moze oczywiscie wystepowac wiecej niz jeden kwantyfikator.

Przyklad:

Zapiszemy schemat zdania: Wszystkie inteligentne kobiety majg powodzenie, ale niektdre
z kobiet majqcych powodzenie nie sq inteligentne.

W zdaniu powyzszym widzimy trzy wiasnosci: bycia kobieta, bycia osoba inteligentna i
posiadania powodzenia. Zdanie to sktada sie jednak z dwdch czesci potaczonych stowem ale,
czyli odpowiednikiem koniunkcji. Kazda z tych czesci zaczyna sig innym kwantyfikatorem —
pierwsza ogolnym, druga szczegotowym.

VX[(K(X) A 1(X)) = P(X)] A IX[(K(X) A P(X)) A ~ 1(X)]

Pamicta¢ nalezy, ze, z uwagi na przemiennos¢ koniunkcji, rownie poprawne bytyby

schematy, w ktdérych cztony koniunkcji znalaztyby si¢ w odwrotnej kolejnosci.

Co znaczy ,,tylko”?

Przyklad:
Zapiszemy schemat zdania: Tylko kobiety sq matkami.

W zdaniu tym mamy oczywiscie dwie wiasnosci: bycia matka i bycia kobieta. Problem
stanowi¢ moze okreslenie kwantyfikatora i uktadu wtasnosci w formule. Z podobna
trudnoscia spotkalismy sie juz przy pisaniu schematdw na gruncie sylogistyki. By¢ moze
niektérzy pamietaja, ze zdania typu Tylko S sa P okreslilismy wtedy jako ogélno-
twierdzace, a zatem zaczynajace si¢ od kwantyfikatora ogdlnego — V. Jesli jednak
napisalibysmy schemat: vx (K(x) — M(X)) to otrzymalibysmy fatszywe zdanie Kazda
kobieta jest matkq. Nasze zdanie stwierdza natomiast cos odwrotnego: to, ze tylko kobiety
sa matkami, oznacza, ze kazda matka jest kobieta. A zatem schemat powinien wygladac:

VX (M(X) = K(x))
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DO ZAPAMIETANIA.
Schematy zdan typu Tylko A sq B rozpoczynamy od kwantyfikatora og6lnego

a nastepnie piszemy implikacje¢ zamieniajac kolejnos¢ A i B. Czyli Vx (B(X)
— (A)).

Co znaczy ,,tylko niektorzy”?
Rozpatrywane powyzej zdania typu Tylko A sq B nalezy koniecznie odrdézni¢ od zdan

Tylko niektére A sq B.

Przyklad:
Zapiszemy schemat zdania: Tylko niektorzy studenci uczq sie systematycznie.

Zwrot tylko niektorzy w powyzszym zdaniu oznacza, ze istnieja studenci, ktérzy
posiadaja ceche U (ucza sie systematycznie), ale sa rowniez tacy, ktdrzy cechy takiej nie
posiadaja. Lub inaczej: istnieja studenci majacy ceche U, lecz jednoczesnie nie wszyscy ceche
te posiadaja. Dwa rownoprawne schematy powyzszego zdania, to zatem:

X (S(X) A U(X)) A 3IX (S(X) A ~ U(X)), lub

X (S(X) A U(X)) A ~ VX (S(X) = U(x))

Pojawiajq sie relacje.

Dotad rozpatrywali$my bardzo proste zdania, w ktérych mieliSmy do czynienia jedynie z
predykatami jednoargumentowymi, opisujacymi wiasnosci. Wiecej ktopotow sprawi¢ moga
zdania w ktérych obecne beda predykaty oznaczajace relacje. Poczatkowo zapisywanie takich
schematéw moze wydawac si¢ niezmiernie skomplikowane, miedzy innymi dlatego, ze nie
ma na to jakiejs jednej, sprawdzajacej si¢ zawsze metody. Przerobienie Kkilku przyktadéw
powinno jednak wiele wyjasnic.

Po nabraniu pewnej wprawy, zapisywanie schematow zdan w jezyku predykatow moze

stac si¢ ciekawa rozrywka intelektualna, podobna np. do rozwiazywania krzyzowek.
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Przyklad:
Zapiszemy schemat zdania: Niektorzy

studenci lubiq niektore przedmioty.

W zdaniu powyzszym jest mowa o

L=y

. : _ IfsendyFyabey)
dwaoch wiasnosciach — bycia studentem oraz

bycia przedmiotem (oznaczymy je literami S e=—

i P). Obok nich mamy tu jeszcze do o

czynienia z relacja, ktdra zachodzi pomigdzy =

studentem i przedmiotem — relacja lubienia - |

(x lubi y). Relacje te oznaczymy przy
pomocy predykatu L, po ktorym, w ‘
nawiasie, beda znajdowaly si¢ dwie RO ARG 1 eries wammen
zmienne, czyli L(X,y). W rozpatrywanym zdaniu wystepuje réwniez, dwukrotnie, zwrot
odpowiadajacy kwantyfikatorowi szczeg6towemu (niektore).

Przystepujac do pisania schematu powyzszego zdania dobrze jest sprobowac na poczatku
wypowiedzie¢ je przy pomocy wyrazen uzywanych w jezyku predykatéw. Zdanie to mogtoby
wyglada¢ na przyktad nastepujaco: Istnieje pewien obiekt (oznaczmy go x), ktéry ma wfasnos¢
bycia studentem; istnieje tez inny ,,obiekt” (oznaczmy go y), ktéry jest przedmiotem i
pomiedzy tymi obiektami zachodzi relacja lubienia. Teraz powyzsze zdanie mozemy zapisac¢
przy pomocy symboli:

X [S(x) A 3y (P(Y) A L(xY))]

Przyklad:

Zapiszemy schemat zdania: Kazdy student przeczytaZ jakqs ksigzke.

W zdaniu powyzszym jest mowa o dwdch wiasnosciach — bycia studentem (S) i bycia
ksiazka (K) oraz o relacji przeczytania (P) zachodzacej pomigdzy studentem a ksiazka. Zdanie
zaczyna si¢ od zwrotu odpowiadajacego kwantyfikatorowi ogolnemu, a wigc nasz schemat
bedziemy musieli zacza¢ od Vx. Zdanie mowi o kazdym obiekcie bedacym studentem, a wigc
Vvx S(x). Po predykacie musi nastapi¢ jakis spojnik. Zgodnie z opisana wczesniej nieformalna
zasada, gdy zdanie rozpoczyna si¢ kwantyfikatorem ogolnym, to spojnikiem tym bedzie
zapewne implikacja. Mamy wigc: Vx S(x) —, czyli dla kazdego X, jesli jest on studentem (lub

prosciej dla kazdego studenta). Zdanie, ktorego schemat piszemy, mowi, ze Ow ,kazdy
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student” przeczytal jakas ksiazke. Nie mozemy jednak na razie wstawi¢ predykatu
oznaczajacego relacje przeczytania — P(x,y), gdyz wystepuje w nim zmienna y, o ktorej nie
wiemy, co miatlaby oznacza¢ i ktora, co wazniejsze, nie jest zwigzana zadnym
kwantyfikatorem (a jak powiedzielismy, w prawidtowo napisanych schematach zdan jezyka
naturalnego, zmienne wolne (nie zwiazane) nie moga wystgpowac). Gdybysmy wstawili teraz
predykat oznaczajacy relacje przeczytania, otrzymalibysmy Vvx (S(x) — P(x,y)), czyli kazdy
student przeczytaZ y. Aby mozna byto uzy¢ predykatu P(x,y) musimy najpierw umiesci¢ w
schemacie kwantyfikator wiazacy zmienna y. Poniewaz w dalszej czesci zdania mowa jest o
jakiejs ksiazce, bedzie to zapewne kwantyfikator szczegétowy. Mamy wiec Vx S(x) — 3y,
czyli dla kazdego studenta istnieje jakis y. Teraz az si¢ prosi, zeby napisa¢ czym jest ten y:
vx S(X) —» Ay K(y) — dla kazdego studenta istnieje y bedqcy ksigzkq, czyli dla kazdego
studenta istnieje jakas ksigzka. Teraz musimy jedynie dodac, ze jest to ksiazka, ktdra ten
student przeczytat, czyli zachodzi jeszcze pomigdzy studentem i ksiazka relacja P:
Vvx S(x) — 3y K(y) A P(x,y). Nalezy jeszcze oczywiscie pamigta¢ 0 nawiasach, dzigki ktorym
bedziemy wiedzieli, ze kwantyfikatory wiaza wszystkie ,swoje” zmienne. Aby byto to
widoczne, po kazdym kwantyfikatorze otwieramy nawias i zamykamy go na koncu schematu
— dzieki temu wszystkie zmienne pozostana zwiazane:

VX [S(x) = 3y (K(y) A P(x.y))]

Po napisaniu schematu dobrze jest go sobie ,,odczyta¢”, aby sprawdzi¢, czy faktycznie
oddaje on tres¢ zdania, ktore ma reprezentowac. Nasz schemat méwi, ze dla kazdego x, jesli
jest on studentem, istnieje jakis y, ktory jest ksigzkq i ten x (student) przeczytal y (ksigzke).
Mowiac proscie: dla kazdego studenta istnieje ksigzkq, ktdrq on przeczytal, czyli doktadnie to,
ze kazdy student przeczytaf jakgs ksigzke.

Przyklad:

Napiszemy schemat zdania: Niektorzy wykfadowcy lubig wszystkich studentow.

W powyzszym zdaniu mamy do czynienia w wiasnosciami bycia wyktadowca i bycia
studentem, oraz z relacja lubienia. Oznaczymy je kolejno predykatami W, S i L. Zdanie
zaczyna si¢ ewidentnie od kwantyfikatora szczegétowego 3x. Oczywiscie ten ,,istniejacy Xx”
to wyktadowca, czyli 3x W(x). Teraz musimy dopisa¢, ze éw wyktadowca lubi wszystkich

studentow. Czyli, oprocz posiadania wiasnosci W, o naszym x mozemy powiedzie¢, ze dla
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kazdego obiektu y, jesli ten y posiada wiasnos¢ S, to pomigdzy X i y zachodzi relacja lubienia.
Pamictamy oczywiscie 0 nawiasach.
A [W(X) A VY(S(y) = L(xy))]

Przyklad:

Zapiszemy schemat zdania: Niektdrzy studenci nie lubig zadnego wykZadowcy.

W powyzszym zdaniu wystepuja predykaty takie same jak w poprzednim przyktadzie.
Poczatek schematu bedzie na pewno wygladat 3x S(x). Problem sprawi¢ moze ustalenie, jak
oddac¢ w schemacie stwierdzenie, ze 6w obiekt posiadajacy ceche S nie lubi zadnego obiektu
0 cesze W. Podobnie, jak w jednym z pierwszych omawianych przyktadéw, stowo zaden
mozemy odda¢ na dwa réwnowazne sobie sposoby. Mozna stwierdzi¢, ze nie istnieje obiekt
y, taki ze posiada ceche W i jednoczesnie pomiedzy x i y zachodzi relacja L. Mozna tez
powiedzie¢, ze dla kazdego obiektu, jesli ma on ceche W, to pomiedzy X i y nie zachodzi L.

Dwa réwnoprawne schematy naszego zdania to:

X [S(X) A~ 3y (W(y) A L(xY))]

AX[S(X) A VY (W(y) = ~ L(xy))]

Czy mozna byé w relacji do siebie samego?

Pomimo ze relacje (dwucztonowe) z natury tacza dwa obiekty, to moze si¢ zdarzy¢, ze
obiekty te sa w rzeczywistosci jednym i tym samym; mowiac inaczej, jaki$ obiekt moze
by¢ w pewnej relacji do siebie samego.

Przyklad:
Zapiszemy schemat zdania: Pewien bokser znokautowaf siebie samego.
W zdaniu powyzszym jest mowa o relacji
znokautowania (Z(x,y) — x znokautowat vy).
Stwierdza ono jednakze, ze pewien obiekt
posiadajacy wiasnos¢ bycia bokserem, jest w

tej relacji do siebie samego. Schemat zdania, to

zatem:
Ix (B(x) A Z(x,X))

PENIEN DOWSER ZNOKAUTOWAL SIERIE SAMEGO

133



Czy jest tu jakas wfasnosé?
Czasem przy pisaniu schematu musimy uwzgledni¢ wiasnos¢, ktora nie jest w zdaniu

wprost wypowiedziana.

Przyklad:

Napiszemy schemat zdania: Kazdy kogos kocha.

Na pierwszy rzut oka wydaje si¢, ze w zdaniu powyzszym wystepuje jedynie relacja
kochania, nie ma w nim mowy natomiast o zadnej wiasnosci. W takim wypadku schemat
mogtby wygladaé: vx3y K(x,y) — dla kazdego obiektu X, istnieje obiekt y, taki, ze x kocha y.
Czasem faktycznie dopuszczalne jest napisanie takiego ,,skroconego” schematu. Czy jednak
w powyzszym zdaniu faktycznie jest mowa o dowolnych obiektach x i y? Stowa kazdy i kogos
wyraznie wskazuja, ze nie chodzi tu o wszelkie mozliwe do pomyslenia obiekty, ale tylko i
wyltacznie o ludzi. Mamy wiec tu do czynienia z cecha bycia cztowiekiem, ktéra nie jest
wprost wypowiedziana. Zdanie Kazdy kogos kocha nalezy traktowa¢ jako skrot zdania Kazdy
cziowiek kocha jakiegos czfowieka. W wersji bardziej pomocnej do przetozenia na jezyk
rachunku predykatow mozna powiedzie¢: Dla kazdego obiektu, jesli obiekt ten jest
czfowiekiem, istnieje inny obiekt, ktory tez jest czfowiekiem, i ten pierwszy kocha tego
drugiego. A zatem:

VX [C(x) = 3y (C(y) A K(x.y))]

Przyklad:

Napiszemy schemat zdania: Sq tacy, ktorzy nie czytajq zadnych gazet.

W powyzszym zdaniu, podobnie jak w poprzednim przyktadzie, mamy ,,ukryta” cechg
bycia cztowiekiem. Druga cecha, bycia gazeta, jest juz jednak wprost wypowiedziana. Relacje
czytania oznaczymy przez R, poniewaz predykat C oznacza juz bycie cztowiekiem. Fakt, ze
zadna gazeta nie jest przez pewnych ludzi czytana, odda¢ mozna na dwa sposoby. A zatem

dwa mozliwe schematy tego zdania to:
X [C(X) A~ Ty (G(y) A R(xY))]
X [C(X) A VY (G(y) = ~ R(xy))]
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I znowu ,,tylko”...
Zdaniami ze zwrotem tylko zajmowalismy si¢ juz, gdy byty w nich obecne jedynie
wiasnosci. Bardzo podobnie postepujemy piszac schematy takich zdan, w ktorych wystepuja

rowniez relacje.

Przyklad:
Napiszemy schemat zdania: Niektore partie wspierane sq tylko przez frustratow.

W zdaniu powyzszym musimy uzy¢ predykatow oznaczajacych wiasnosci bycia partia,
bycia frustratem oraz relacj¢ bycia wspieranym przez kogos (x jest wspierany przez y).
Schemat oczywiscie rozpoczniemy od zwrotu: 3x P(x). Jak pamigtamy, zwrot tylko
mozemy odda¢ przy pomocy kwantyfikatora og6lnego. Jednakze trzeba uwaza¢ w jakiej
kolejnosci nastapia cztony implikacji w formule zwiazanej przez ten kwantyfikator.
Gdybysmy napisali schemat nastepujaco: Ix [P(x) A VY (F(y) > W(X,y))], to
otrzymalibysmy schemat zdania mdéwiacego, ze niektdre partie wspierane sq przez
wszystkich frustratow (kazdy frustrat wspiera takq partie). Nie jest to wigc doktadnie
schemat naszego zdania. To, ze partia wspierana jest tylko przez frustratow, nie oznacza, ze
wspiera ja kazdy frustrat, ale to, ze kazdy kto ja wspiera, ten jest frustratem (jesli ja
wspiera to jest frustratem). A zatem w schemacie musimy zamieni¢ kolejnos¢ predykatow
F i W. Prawidtowy schemat to:

X [P() A VY (W(xy) = F(y))]

Co jest x,acoy?
Czasami musimy zwroci¢ bacznag uwage na wiasciwa kolejnos¢ zmiennych x i y przy

predykacie oznaczajacym relacje.

Przyklad:

Napiszemy schemat zdania: Istniejq podreczniki, z ktdrych korzystajq wszyscy studenci.

Przyjmujemy predykaty P, S i K oznaczajace wiasnosci bycia podrecznikiem i studentem
oraz relacje korzystania z czegos. Schemat: 3x [P(X) A VY (S(y) — K(x,y))] nie jest jednak
prawidtowy, poniewaz po jego odczytaniu otrzymaliby$my zdanie moéwiace, ze istnieja
podreczniki, ktore korzystaja ze wszystkich studentéw. Poniewaz wiasnos¢ bycia studentem
przypisalismy zmiennej y, a bycia podrgcznikiem, zmiennej X, to aby odda¢ prawidtowo fakt,
ze to student korzysta z podrecznika, a nie na odwr6t, musimy napisat K(y,x). A wigcC

wiasciwy schemat naszego zdania to:
A [P(X) A VY (S(y) > K(y.X))]
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W wielu przypadkach to, w jakiej kolejnosci powinny znalez¢ si¢ zmienne X i y w relacji,

uzaleznione jest od tego, w jaki sposob okreslimy nasza relacje.

Przyklad:

Napiszemy schemat zdania: Niektore programy lubig wszyscy widzowie.

W schemacie powyzszego zdania musimy uzy¢ predykatow oznaczajacych wiasnosci

bycia programem i bycia widzem oraz relacj¢ lubienia. Relacje te¢ jednak mozemy

zinterpretowac albo jako relacje lubienia — x lubi y, albo jako relacje bycia lubianym — x jest

lubiany przez y. W zaleznosci od tej interpretacji prawidtowe bytyby schematy, kolejno:

Ix [P(x) A Yy (W(y) = L(y.x))]
(L oznacza relacje lubienia)
Ix [P(x) A Yy (W(y) = L(x.y))]

(L oznacza relacje bycia lubianym)

Dtuzsze schematy.

W schematach moze pojawi¢ si¢ wigksza ilos¢ kwantyfikatorow i predykatow.

Przyklad:

Napiszemy schemat zdania: Niektorzy filozofowie piszg niektore ksigzki, ktérych nikt przy

zdrowych zmysfach nie kupuje.

Zdanie zaczyna si¢ stwierdzeniem, ze istnieje ktos,
kto jest filozofem. Dalej dowiadujemy sig, ze 6w filozof
pisze ksiazki, czyli istnieje co$, co jest ksiazka i ten
filozof pozostaje do ksiazki w relacji napisania.
Nastepna informacja, to stwierdzenie, ze nie ma nikogo,
kto miatby cechg bycia przy zdrowych zmystach i
jednoczesnie pozostawat w relacji kupowania do
wymienionej wczesniej ksiazki. Ten ostatni fakt
mozemy odda¢ na dwa sposoby; drugi sposéb, to
powiedzenie, ze kazdy, jesli jest przy zdrowych
zmystach, to nie kupuje danej ksiazki. A zatem:

X {F(x) A 3y [(K(y) A P(xY)) A ~ 3z (2(z) A RzY)]}
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Ax{F(x) A Ty [(K(y) A P(x.y)) A VZ (Z(2) = ~ Rz Y)]}

Przy tego rodzaju diuzszych schematach nalezy zwraca¢ szczegolna uwage na nawiasy
(pamictamy, aby wszystkie zmienne byly zwiazane prze kwantyfikatory) oraz o tym, aby przy
wiasnosciach i relacjach umieszcza¢ wihasciwe zmienne. Przyktadowo, gdy mamy na koncu
napisac¢, ze w pewnej relacji pozostaje ktos przy zdrowych zmystach oraz ksiazka, to musimy
sprawdzi¢, jakimi zmiennymi wczesniej oznaczylismy obiekty majace wymienione wiasnosci.

277 3.1.4. CZESTO ZADAWANE PYTANIA.
@ Czy bledem byfoby zapisanie schematu zdania w ktorym nie

wszystkie wfasnosci lub relacje by/yby potraktowane osobno, na

przykfad napisanie schematu zdania: ,,Nie kazdy znany muzyk jest
artystg” jako ~ X (Z(x)) — A(x)) gdzie Z oznaczalby wfasnosé
bycia znanym muzykiem?

Nie jest to btad w $cistym tego stowa znaczeniu, jednakze tworzac schemat, nalezy
zwykle pisa¢ tak zwany schemat gtowny, mozliwie najgtebiej wnikajacy w strukture zdania,
w ktérym obecne sa wszystkie mozliwe do wyodrebnienia predykaty i spéjniki. Jednakze
faktem jest, ze nie zawsze do konca wiadomo, kiedy w zdaniu mamy do czynienia z dwiema

osobnymi wihasnosciami, a kiedy nie.

Kiedy mozemy przyjqé domysinie, ze zmienne reprezentujq jeden okreslony typ obiektow i
nie podkreslac¢ tego dodatkowo w schemacie, a kiedy musimy ceche bycia takim obiektem w
schemacie umiesci¢? Przykfadowo, kiedy piszgc schemat zdania ,,Kazdy kogos kocha”,
powinnismy uwzgledni¢ w nich wfasnos¢ bycia czfowiekiem i napisa¢ ¥k [C(x) — F (C(y) »
K(x,y))], a kiedy mozemy przyjaqc, ze zmienne reprezentujq tylko ludzi i napisac: vy K(x,y)?

Na powyzsze pytanie nie ma jednoznacznej odpowiedzi. Rozwiazujac tego typu
przyktady najlepiej spyta¢ wyktadowcy, jakie odpowiedzi uznaje on za poprawne. Niektorzy
moga wymagac, na przyktad, napisania obu wersji schematow.
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3.2. DODATEK: STALE INDYWIDUOWE | ZNAK ,,="

3.2.1. LYK TEORILI.

Jak dotad omawialismy rachunek predykatow w
QC ) podstawowej, najbardziej ubogiej, wersji. W niektdrych
~ wypadkach wygodnie jest wzbogaci¢c go o Kkilka
dodatkowych elementdéw, ktére czasem moga utatwié
/-\<‘ zapisywanie schematéw zdan.

Obecnie do stownika, z ktorego sktada si¢ jezyk
LYK TEO @ rachunku predykatow, dodamy dwa rodzaje elementow: tak
zwane state indywiduowe, ktére bedziemy oznacza¢ matymi
literami: a, b, ¢, d, ...itd. oraz szczegolny predykat oznaczajacy relacje identycznosci dwoch
obiektow, czyli znany wszystkim z matematyki znak ,,=”. Gdy wprowadzimy znak rownosci,
bedziemy mogli réwniez korzysta¢ ze znaku ,,#”, stwierdzajacego nieidentycznos¢. Stanowi¢

on bedzie skrot wyrazenia nieprawda, ze obiekty sq identyczne, czylix #y =~ (X = y)

Tak jak zmienne indywiduowe (X,y,z...) oznaczaly dowolne obiekty, tak state
indywiduowe (a,b,c...) oznaczaja okreslone, konkretne obiekty. Stata moze reprezentowac np.
Mikotaja Kopernika, Statue¢ Wolnosci, Kubusia Puchatka, Zenka, itp. State wykorzystujemy
w schematach, gdy zdanie méwi o takich wtasnie, jednoznacznie okreslonych, obiektach.

Przyktadowo zdanie Zenek jest starszy od Wacka mozemy zapisa¢ jako S (a,b), gdzie ,,a”
oznacza Zenka, ,.b” — Wacka, a S reprezentuje relacje starszenstwa. Zasadnicza roznice
pomiedzy zmiennymi a statymi stanowi to, ze stale nie moga by¢ wiazane przez
kwantyfikatory. Nie wolno pisa¢ np. 3a lub Vb. W zwiazku z powyzszym, schematy, w
ktorych wystepuja state indywiduowe, nie musza rozpoczynac sie¢ od kwantyfikatora, cho¢
oczywiscie moga — gdy oprdcz statych, w schemacie obecne sa rowniez zmienne.

Symbol identycznosci przydaje si¢, gdy w zdaniu, ktérego schemat piszemy, mowa jest o
pewnej okreslonej liczbie przedmiotow posiadajacych dana wiasnosé¢ lub bedacych do czegos
w relacji, na przyktad Tylko jeden student oblaZ egzamin, czy tez Przynajmniej dwoch posfow
przyfapano na oszustwie. Jak postgpowac w takich przypadkach pokaza przyktady ponizej.

Jesli komus pisanie schematow z wykorzystaniem statych oraz, w szczeg6lnosci, znaku
»,=" wyda si¢ zbyt zagmatwane, a wyktadowca nie wymaga od niego opanowania tej sztuki,
moze ten rozdziat pomina¢. Nie jest on konieczny do zrozumienia dalszej czesci, dotyczacej

tautologii i regut.
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3.2.2. PRAKTYKA: BUDOWANIE SCHEMATOW ZDAN Z WYKORZYSTANIEM
STALYCH INDYWIDUOWYCH | SYMBOLU IDENTYCZNOSCI.

Rozpoczniemy od zapisywania schematéw zdan, w ktérych wykorzystamy state
indywiduowe.

Przyklad:

Napiszemy schemat zdania: Mieczysfaw kocha Karoling, ale Karolina nie kocha
Mieczysfawa.

Zdanie powyzsze stwierdza, ze pomigdzy dwoma konkretnymi obiektami
(Mieczystawem i Karoling) zachodzi relacja kochania w jedna strone, natomiast nie zachodzi
ona w druga. Oznaczajac Mieczystawa przez ,a”, a Karoling przez ,b”, otrzymujemy
schemat:

K(a,b) A ~ K(b,a)

W schematach ze statymi indywiduowymi moga tez pojawic¢ si¢ zmienne, a wraz z nimi

kwantyfikatory.

Przyklad:

Napiszemy schemat zdania: Mieczysfaw kupif
sobie jakis samochod.

Zdanie powyzsze stwierdza, ze istnieje pewna
rzecz, majaca wilasnos¢ bycia samochodem i
Mieczystaw (oznaczony za pomoca statej ,a”)
pozostaje do tej rzeczy w relacji kupienia.

Ix (S(x) A K(a,x))

MIEC2YEEAW WUPHE SOBIE TAKIE SAMOCHID

Przyklad:

Napiszemy schemat zdania: Karolina lubi wszystkich bogatych mezczyzn.

Powyzsze zdanie stwierdza, ze Karolina pozostaje w relacji lubienia do kazdego, kto
posiada dwie cechy — bycia mezczyzna i bycia bogatym. Mdwiac inaczej, jesli ktos posiada
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wymienione wiasnosci, to Karolina pozostaje do niego w relacji lubienia. Oznaczajac
Karoling przy pomocy statej ,,a”, mamy schemat:
VX [(M(X) A B(X)) = L(a,x)]

Przyklad:

Napiszemy schemat zdania: Karolina lubi wszystkich, ktorzy lubig Mieczystawa.

Zdanie to stwierdza, ze Karolina (ktora oznaczymy przez ,,a”") pozostaje w relacji lubienia
do wszystkich, ktérzy pozostaja w tej samej relacji do Mieczystawa (0znaczonego przez ,,.b™).
Mowiac inaczej — dla kazdego obiektu, jesli obiekt ten znajduje sie w relacji L do ,,b”, to ,,a”
znajduje si¢ do niego w L. Przyjmujac domyslnie, ze obiektami, o ktérych jest mowa, sa
ludzie, mamy schemat:

VX (L(X,b) > L(a,x))

Gdybysmy chcieli wyraznie zaznaczy¢ w schemacie, ze w zdaniu chodzi o ludzi,
otrzymalibysmy schemat:

VX [(C(X) A L(x,b)) = L(a,x)]

Teraz zajmiemy si¢ schematami zdan, w ktérych bedziemy musieli wykorzysta¢ symbol

identycznosci.

Przyklad:
Napiszemy schemat zdania: Tylko jeden student zda?.

Powyzsze zdanie mozemy rozbi¢ na dwie czesci. Po pierwsze, mowi ono, ze istnieje ktos
kto jest studentem i zdat, a po drugie, ze nie ma innej osoby, ktdra by miata te wtasnosci.
Schemat pierwszej czesci jest oczywisty: 3x (S(X) A Z(x)). Czes¢ druga mozna odda¢ na
dwa sposoby. Mozna stwierdzi¢, ze nie istnieje taki obiekt y, ktéry bytby rozny od X i
posiadat te same wiasnosci lub tez, ze kazdy obiekt, ktdry te wiasnosci posiada, to wiasnie
X. A zatem: ~ 3y [(S(Y) A Z(y)) Ay #X] lub Yy [(S(Y) A Z(y)) = Y =X]

Tak wigc ostatecznie schemat naszego zdania moze przedstawiaé si¢ nastepujaco:
X {(S() A Z(X) A~ 3y [(S(Y) A Z(y)) Ay #X]} lub
Ix{(S(X) A Z(X) A VY [(S(y) A Z(y)) >y =x]}
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Przyklad:

Zapiszemy schemat zdania: Przynajmniej dwoch pasazerow by/o trzezwych.

Powyzsze zdanie stwierdza, ze istnieja na pewno dwa rézne obiekty, ktdre posiadaja dwie
cechy jednoczesnie — bycia pasazerem i bycia trzezwym. Mozna zatem powiedzie¢, ze istnieje
jeden obiekt majacy wymienione cechy, istnieje tez drugi majacy te cechy, przy czym obiekty

te nie sa ze soba identyczne. A zatem:
X {(P(X) A T(X)) A3y [(PY) A T(Y)) A x=y]}

Uwaga na marginesie.

W powyzszym schemacie jedyny spdjnik, to koniunkcja, ktérej cztony mozemy
umieszcza¢ w dowolnej kolejnosci. W zwiazku z powyzszym, dozwolone sa inne warianty
schematu; mozemy z tego powodu réwniez zrezygnowac z niektérych nawiaséw, zostawiajac
jedynie te, ktore wskazuja na zasieg kwantyfikatorow. Na przyktad:

IX{P(X) A T(X) ATy [P(y) A T(y) A x =Y}

Mozemy réwniez rozpocza¢ schemat dwoma kwantyfikatorami, po ktérych, w jednym nawiasie umiescimy
(w dowolnej kolejnosci) wszystkie cztony koniunkgji:

AXAY (PO ATX) APY)ATY) AXZY)

Tego typu uproszczenia mozna oczywiscie stosowac, ale lepiej tego nie robi¢ jesli nie ma si¢ pewnosci, ze

jest to dozwolone.

Oczywiscie state indywiduowe i symbol identycznosci moga wystepowac jednoczesnie w

tym samym schemacie.

Przyklad:
Napiszemy schemat zdania: Nie tylko Zenek dotrwaZ do kosica imprezy.

Powyzsze zdanie stwierdza, ze
po pierwsze, Zenek (ktérego
oznaczymy przez ,,a”) posiada
wiasnos¢ D (dotrwat do konca
imprezy) i, po drugie jest
jeszcze jakis inny obiekt, rézny
od Zenka, ktéry posiada
wymieniong wiasnosé¢. A zatem
otrzymujemy schemat:

D(a) A Ax (D(X) A X # a)

Nig 'W\.m‘lzezws\-c DOTRWAL. O Konca (MPRE2Y
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Uwaga na btedy!

Czesto sie zdarza, ze ktos, piszac schemat powyzszego zdania, zapomina o jego
pierwszej czesci. Jednakze schemat: 3x (D(x) A X # a) nie bytby prawidtowy. Bytby
to schemat zdania méwigcego, ze jakas osoba rézna od Zenka dotrwata do konca
imprezy, bez zaznaczenia, ze Zenek réwniez wykazat sie takg umiejetnoscia.

Przyklad:

Napiszemy schemat zdania: Tylko jeden swiadek rozpoznaZ ,,Marmolade”.

Oznaczmy przez S whasnosé bycia swiadkiem, przez R relacje rozpoznania, a przez stata
»a  obiekt zwany ,,Marmolada”. Powyzsze zdanie stwierdza, ze istnieje pewien obiekt,
majacy wiasnosé S, ktory znajduje si¢ w relacji R do obiektu a, i nie ma jednoczesnie nikogo
innego (czyli obiektu roéznego od x) majacego S i bedacego w R do ,,a”. A zatem:

3x {(S(¥) A R(x,a)) A~ 3y [(S(Y) AR(Y.2)) Ay = X]}

Powyzsze zdanie mozna réwniez przedstawic:

3x {(S(¥) A R(x,a)) A VY [(S(y) A R(y,2)) > y = x]}

3.3. TAUTOLOGIE | KONTRTAUTOLOGIE.

3.3.1. LYK TEORILI.
W rachunku zdan mieliSmy do czynienia z prosta
" metoda zero-jedynkowa, ktora pozwalata na szybkie, w
QC ) zasadzie mechaniczne, stwierdzenie, czy dany schemat jest
- tautologia badz kontrtautologia. W przypadku rachunku
predykatow, niestety, nie ma takiej metody. Wykazanie
s tautologicznosci  lub  kontrtautologicznosci  formuty
wymaga dos¢ zaawansowanych technik, wykraczajacych
w< TROen poza ramy niniejszego opracowania. O wiele prostsze jest
zadanie odwrotne — udowadnianie, ze dana formula nie jest tautologia, lub nie jest
kontrtautologia. | tylko tym — wykazywaniem, czym dany schemat nie jest, bedziemy si¢

dalej zajmowac.

142



Zanim przejdziemy do tautologii i kontrtautologii musimy uswiadomi¢ sobie od czego
zalezy prawdziwos¢ formuty rachunku predykatow. Rozpatrzmy bardzo prosty schemat:
Ix P(x). Czy jest to schemat zdania prawdziwego czy fatszywego? To oczywiscie zalezy,
przede wszystkim od tego, jaka wtasnos¢ podstawimy za predykat P. Podstawmy zatem za P
wiasnos¢ bycia w wieku 200 lat (P(x) — x ma 200 lat). Jesli nasze rozwazania ograniczymy do
Swiata ludzi, to otrzymamy zdanie falszywe — zaden cztowiek nie ma bowiem dwustu lat.
Jesli jednak schemat odniesiemy, na przyktad, do swiata drzew, bedziemy mieli do czynienia
ze zdaniem prawdziwym — oczywiscie istnieja drzewa majace dwiescie lat. Prawdziwosé
naszej formuty zalezy zatem od dziedziny, tak zwanego uniwersum, w ktorym ja umiescimy,
oraz od interpretacji predykatu w tym swiecie.

Uktad ztozony ze zbioru stanowiacego uniwersum (oznaczanego zwykle litera U) oraz
dowolnej ilosci wiasnosci i relacji bedziemy okresla¢c mianem struktury. A zatem mozemy
powiedzie¢, ze prawdziwos¢ formuty rachunku predykatow zalezy od struktury, w ktorej
formute tg bedziemy rozpatrywac.

Strukture oznacza¢ bedziemy przy pomocy podkreslonej litery U. Elementy struktury
umieszcza¢ bedziemy w nawiasach ( ). Obecne w strukturze wiasnosci i relacje,
odpowiadajace obecnym w formutach KRP predykatom bedziemy oznacza¢ przy pomocy
takich samych liter jak predykaty, jednakze podkreslonych. Na przyktad podkreslone R
bedzie oznaczato konkretna relacje w konkretnej strukturze, stanowiaca odpowiednik
abstrakcyjnie pojetego predykatu R w formule.

Przyktadowo struktury, o ktérych byta mowa wyzej, mozemy zapisa¢ nastepujaco:

U; = (U = zbidr ludzi; P(x) = x ma 200 lat)

U, = (U = zbidr drzew; P(x) = x ma 200 lat)

Inne struktury, w ktérych mozemy rozpatrywac formute 3x P(X), to na przyktad:

Uz = (U = zbidr ludzi; P(x) = x jest studentem)

U, = (U = zbidr drzew; P(x) = x jest studentem),

W Us; nasza formula reprezentowaé¢ bedzie zdanie prawdziwe, natomiast w U, —
fatszywe.

Strukture, w ktorej formuta rachunku predykatow jest prawdziwa, nazywamy modelem
tej formuty, natomiast strukture, w ktorej jest fatszywa — kontrmodelem. Tak wiec mozemy
powiedzie¢, ze dla formuty 3x P(x), U, oraz Us stanowia modele, natomiast U; i Uy —

kontrmodele.
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Przejdzmy teraz do zdefiniowania pojecia tautologii w rachunku predykatéw. Jak
pamigtamy z rachunku zdan, tautologia, to formuta, ktora jest zawsze prawdziwa. Skoro w
rachunku predykatow prawdziwos¢ formuty zalezy od struktury, w jakiej formuie
interpretujemy, mozemy powiedzie¢, iz tautologia KRP to formuta, ktdra jest prawdziwa w
kazdej strukturze. Patrzac na to samo z drugiej strony mozemy powiedzie¢ rowniez, iz w
przypadku tautologii nie istnieje struktura, w ktdrej formuta ta bytaby fatszywa. Mowiac
krétko, tautologia nie ma kontrmodelu.

Podobnie okreslic mozemy kontratutologie. Jest to formuta fatszywa w kazdej strukturze
Mowiac inaczej, nie istnieje struktura, w ktorej formuta bedaca kontrtautologia bytaby

prawdziwa; kontrtautologia nie ma modelu.

3.3.2. PRAKTYKA: WYKAZYWANIE, ZE FORMULA NIE JEST TAUTOLOGIA
LUB KONTRTAUTOLOGIA.

Wykazanie, ze dana formuta nie jest tautologia, teoretycznie jest bardzo proste. Skoro
tautologia musi by¢ prawdziwa w kazdej strukturze, to aby udowodni¢, ze formuta tautologia
nie jest, wystarczy wskazac strukture, w ktorej jest ona fatszywa (zbudowaé kontrmodel dla
tej formuty). Analogicznie, aby wykaza¢, ze formuta nie jest kontrtautologia, trzeba pokaza¢
strukturg, w ktorej jest ona prawdziwa (zbudowa¢ model formuty).

W praktyce trudnos¢ moze czasem sprawi¢ wymyslenie odpowiedniej struktury. Nie ma

bowiem na to jakiejs$ jednej, sprawdzajacej si¢ zawsze, metody

Przyklad:

Wykazemy, ze formuta Vx (P(X) — Q(x)) nie jest tautologia ani kontrtatologia.

Najpierw zbudujemy kontrmodel formuty, a wiec strukture, w ktorej jest ona fatszywa. W
ten sposdb wykazemy, ze nie jest ona tautologia. Aby zbudowaé¢ odpowiednia strukture,
zacza¢ musimy od odczytania tego, co mowi nasza formuta. Ot6z stwierdza ona, ze kazdy
obiekt, ktory ma wiasnos¢ P, ma réwniez wiasnos¢ Q. Aby zbudowaé kontrmodel, musimy
wiec dobra¢ wihasnosci P i Q w taki sposob, aby w jakims zbiorze nie byto to prawda. Wezmy
przyktadowo zbior ludzi jako uniwersum i wilasnos¢ bycia kobieta jako odpowiednik
predykatu P oraz bycia matka jako odpowiednik Q. Formalnie:

U; = (U = zbidr ludzi; P(x) = x jest kobieta, Q(x) = x jest matka)
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W strukturze Uj, nasza formuta stwierdza, ze dla kazdego cz/owieka, jesli czfowiek ten
jest kobietq, to jest rowniez matkg, czyli w skrocie kazda kobieta jest matkq, co jest
oczywiscie zdaniem fatszywym. U; jest zatem kontrmodelem dla formuty Vx (P(x) — Q(X))

Aby zbudowa¢ model, musimy dobra¢ wiasnosci P i Q tak, aby otrzymac¢ zdanie
prawdziwe. W powyzszym przyktadzie mozemy to tatwo uczyni¢ zamieniajac wiasnosci
miejscami, czyli:

U, = (U = zbidr ludzi; P(x) = x jest matka, Q(X) = X jest kobieta)

W strukturze U,, nasza formuta stwierdza, ze kazda matka jest kobietq, co jest oczywiscie
zdaniem prawdziwym. U, jest zatem modelem dla formuty Vx (P(x) — Q(X)).

Skoro zbudowalismy dla formuty kontrmodel i model, oznacza to, ze nie jest ona

tautologia ani kontrtautologia.

Podane wyzej rozwiazanie jest oczywiscie jednym z nieskonczonej ilosci wiasciwych
odpowiedzi. Ktos mogtby przyktadowo zbudowac takie struktury:

Uz = (U = zbidr politykdw; P(X) = X jest postem, Q(X) = X jest uczciwy), oraz

U, = (U = zbidr liczb; P(X) = x jest podzielne przez 4, Q(x) = X jest parzyste).

Struktura Uz stanowitaby wtedy kontrmodel, gdyz umieszczona w niej formuta
stwierdzataby, ze kazdy polityk, ktory jest posfem, jest uczciwy, natomiast U, bylaby
modelem, poniewaz umieszczona w tej strukturze formula gtositaby, iz kazda liczba
podzielna przez 4, jest liczbgq parzystq.

To, jaki model i kontrmodel zostanie stworzony, zalezy tylko od wyobrazni

budowniczego.

Przyklad:

Wykazemy, ze tautologia ani kontrtautologia nie jest formuta: vx R(X,X)

Formuta powyzsza stwierdza, ze kazdy obiekt jest w pewnej relacji do samego siebie.

Jako kontrmodel dla naszej formuty postuzy¢ moze struktura

U; =(U = zbidr ludzi, R(x,y) = X jest starszy od y)

W U; formula reprezentowataby fatszywe zdanie — Kazdy czfowiek jest starszy do siebie
samego.

Jako model dla formuty wybierzemy strukture

U, =(U = zbior liczb, R(X,y) = X jest rowne y)
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Umieszczajac schemat w powyzszej strukturze, otrzymujemy zdanie prawdziwe — Kazda
liczba jest rowna sobie samej.
Poniewaz udato nam si¢ znalez¢ kontrmodel i model, wykazalismy, ze badana formuta

nie jest tautologia ani kontrtautologia.

3.3.3. UTRUDNIENIA | PULAPKI.

Najwigksza trudnos¢, jaka moze powsta¢ przy wykazywaniu, ze
schemat nie jest tautologia, ani kontrtautologia, wiaze si¢ z prawidlowa
ocena, czy w strukturze, ktora zbudowalismy, formuta jest prawdziwa, czy

falszywa, a wiec to, co faktycznie zbudowalismy — model czy kontrmodel.
Aby nie popelni¢ przy tym biedu, kluczowa jest umiejetnosé wiasciwego odczytywania
schematow w danej strukturze — stwierdzania, co méwi zdanie powstate ze schematu przy

zaproponowanej interpretacji predykatoéw i zmiennych.

Przyklad:

Wykazemy, ze nie jest tautologia, ani kontrtautologia formuta: vxvy (R(X,y) — R(Y,X))

Powyzszy schemat stwierdza, ze dla kazdych dwdch obiektow, jezeli jeden jest w relacji
R do drugiego, to drugi jest w relacji R do pierwszego. Innymi stowy: dla dowolnych dwéch
obiektow, jesli R zachodzi pomigdzy nimi w jedna strong, to zachodzi rowniez w druga.

Za kontrmodel dla powyzszej formuty moze postuzy¢ struktura ztozona ze zbioru ludzi i
relacji kochania. Nie jest bowiem tak, ze dla kazdej pary ludzi, jesli jedna osoba kocha druga,
to ta druga rowniez kocha pierwsza.

Model stanowi¢ moze struktura, w ktorej w zbiorze ludzi okreslimy relacje¢ bycia w tym
samym wieku. Prawda jest bowiem, ze zawsze, jesli jeden cztowiek jest w tym samym wieku
co drugi, to ten drugi jest w tym samym wieku co pierwszy. A zatem mamy:

U; =(U = zbidr ludzi, R(x,y) = x kocha y)

U, = (U = zbidr ludzi, R(x,y) = X jest w tym samym wieku, co y)

Poniewaz udato nam si¢ znalez¢ kontrmodel i model, wykazalismy, ze badana formuta

nie jest tautologia ani kontrtautologia.
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Uwaga na btedy!

Ktos mogtby btednie sadzi¢, ze w U, formuta VxVy (R(x,y) —» R(y,x)) jest
fatszywa, poniewaz ,nie jest prawdag, ze wszyscy ludzi sg w tym samym wieku”.
Trzeba jednak zauwazy¢, ze wyrazenie w nawiasie nie moéwi, ze wszyscy sg w danej
relacji, ale ze jesli sg w relacji w jedng strone, to sg i w drugg. Taka zaleznosé

zachodzi wiasnie w przypadku relacji bycia w tym samym wieku.

Przyklad:

Wykazemy, ze nie jest tautologia ani kontrtautologia formuta: ¥X[P(x) — JyR(X,y)]

Powyzszy schemat stwierdza, ze dla kazdego obiektu jest tak, ze jesli posiada on
wiasnos¢ P, to istnieje jakis obiekt, ze ten pierwszy jest w relacji R do tego drugiego.

Zdanie prawdziwe mozemy z formuty tej otrzymac¢ podstawiajac w zbiorze ludzi za P
wiasnos¢ bycia kobieta, a za R relacje¢ bycia czyjas corka.

U; =(U = zbidr ludzi, P(X) = X jest kobieta R(X,y) = X jest corka y)

W U; z naszej formuty powstaje prawdziwe zdanie: Kazda kobieta jest czyjgs cOrkq, a
wigc U, jest dla tej formuty modelem.

Kontrmodel mozemy zbudowa¢ podstawiajac za R relacje bycia zona.

U, = (U = zbidr ludzi, P(x) = x jest kobieta R(X,y) = X jest zona y)

W U, otrzymujemy z naszej formuty zdanie fatszywe: Kazda kobieta jest czyjas zong.

Poniewaz udato nam si¢ znalez¢ kontrmodel i model, wykazalismy, ze badana formuta

nie jest tautologia ani kontrtautologia.

W dotychczasowych przyktadach, wszystkie formuty, dla ktérych budowalismy modele i
kontrmodele, byly ostatecznie zwiazane kwantyfikatorami; kwantyfikatory, od ktorych
zaczynata si¢ formuta, miaty zasieg do samego jej konca. Moze si¢ jednak zdarzy¢, ze
formuta powstanie w wyniku powiazania jej czesci spéjnikami logicznymi. W takich
przypadkach do okreslenia, czy formuta reprezentuje w danej strukturze zdania prawdziwe,

czy fatszywe, konieczna jest znajomos¢ tabelek zero-jedynkowych dla tych spojnikow.
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Przyklad:

Wykazemy, 7e nie  jest  tautologia, ani kontrtautologia  formuta:
VX(P(X) v Q(X)) = (VXP(X) v YXQ(X)).

W powyzszej formule nalezy koniecznie zauwazy¢, ze jej gtownym spojnikiem jest
implikacja. Bedzie to miato ogromne znaczenie dla okreslenia, czy pewna struktura jest jej
modelem, czy kontrmodelem. Badany schemat mozemy odczytaé¢: Jesli kazdy obiekt ma
przynajmniej jedng z dwoch wfasnosci: P lub Q, to kazdy obiekt ma P lub kazdy obiekt ma Q.

Na poczatek zajmiemy si¢ poszukiwaniem kontrmodelu. Poniewaz formuta ma postac
implikacji, to aby uzyskac z niej zdanie fatszywe, musimy tak dobra¢ wiasnosci, aby
prawdziwy byt poprzednik implikacji, a fatszywy jej nastepnik. Poprzednik mowi, ze
kazdy obiekt ma wiasnos¢ P lub Q. Przyktadowo, w zbiorze ludzi kazdy cztowiek ma
wiasnos¢ bycia mezczyzna lub bycia kobieta. Zobaczmy, jaka warto$¢ logiczna miatby w
takiej strukturze nastepnik implikacji. Nastepnik ten mowi, ze kazdy obiekt ma wiasnos¢ P
lub kazdy ma wiasnos¢ Q. Przy zaproponowanej interpretacji predykatow, fatszem jest
pierwszy czton alternatywy (bo nie jest prawda, ze kazdy cztowiek jest me¢zczyzna) i
falszem jest rowniez drugi jej czton (bo nie jest prawda, ze kazdy cztowiek jest kobieta).
Skoro oba cztony alternatywy sa falszywe, to rowniez, zgodnie z tabelkami zero-
jedynkowymi, cata alternatywa jest fatszywa.

W strukturze:

U; = (U = zbidr ludzi; P(x) = x jest mezczyzna, Q(x) = X jest kobieta)
formuta VX(P(X) v Q(X)) = (VXP(x) v ¥XQ(X)) jest zatem falszywa. Falszem jest zdanie:
Jesli kazdy czfowiek jest mezczyzng lub kobietq, to kazdy czfowiek jest mezczyzng lub kazdy
cziowiek jest kobietq. Jest to zdanie fatszywe, gdyz ma ono posta¢ implikacji, ktorej
poprzednik jest prawdziwy, a nastepnik fatszywy. Nastepnik jest fatszywy, gdyz jest on
alternatywa, ktorej kazdy czton jest fatszywy.

Teraz musimy zbudowa¢ model dla naszej formuty. Poniewaz cata formuta ma posta¢
implikacji, to, zgodnie z tabelkami zero-jedynkowymi moze by¢ ona prawdziwa na trzy
sposoby. Pierwszy, gdy zaréwno poprzednik, jak i nastepnik implikacji beda zdaniami
prawdziwymi, drugi, gdy oba beda zdaniami fatszywymi, i trzeci, gdy poprzednik bedzie
falszywy, a nastepnik prawdziwy. Z powyzszej obserwacji mozna wysnué¢ bardzo pomocny
wniosek: gdy sprawimy, ze falszywy bedzie poprzednik implikacji, to bez wzgledu na
nastepnik, cata formuta stanie si¢ schematem zdania prawdziwego.

Poprzednik naszej implikacji mowi, ze kazdy obiekt ma wiasnos¢ P lub Q. Aby otrzymac
z tego zdanie falszywe, mozemy na przyktad w zbiorze ludzi wstawi¢ za P wtasnos¢ bycia
nauczycielem, a za Q bycia studentem. Tworzymy wigc strukture:

U, = (U = zbidr ludzi; P(x) = x jest nauczycielem, Q(x) = x jest studentem)
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U, stanowi model dla naszej formuty. Umieszczona w nim, daje zdanie Jesli kazdy
cziowiek jest nauczycielem lub studentem, to kazdy czfowiek jest nauczycielem lub kazdy
cziowiek jest studentem. Poniewaz zdanie to, majac posta¢ implikacji, ma falszywy
poprzednik (kazdy czfowiek jest nauczycielem lub studentem) i falszywy nastepnik (kazdy
cztowiek jest nauczycielem lub kazdy czfowiek jest studentem), to jest to zdanie prawdziwe.

Poniewaz zbudowalismy kontrmodel i model dla naszej formuty, nie jest ona tautologia,

ani kontrtautologia.

Oczywiscie wcale nie musimy budowaé¢ w przypadku formuty bedacej implikacje modelu
W powyzszy sposdb. Mozemy sprobowaé stworzy¢ taki, w ktérym zaréwno poprzednik
implikacji, jak i jej nastepnik, bytyby zdaniami prawdziwymi. Jednakze nie zawsze jest to
proste (na przyktad w powyzszym przyktadzie). Przystapienie do budowy modelu dla takiej
formuty od proby uczynienia fatszywym poprzednika implikacji utatwia nam pracg w ten
sposob, ze, bez wzgledu na warto$¢ logiczna nastepnika, otrzymamy w takiej strukturze
zdanie prawdziwe. Na mocy tabelek zero-jedynkowych implikacja z fatszywym

poprzednikiem jest bowiem zawsze prawdziwa.

DO ZAPAMIETANIA.
Niezwykle istotne jest odrdznienie, czy mamy do czynienia ze zdaniem,
w ktérym gtéwna role petni kwantyfikator, czy tez takim, w ktérym rola ta

przypada spojnikowi logicznemu.

Jesli wszystko zwiazane jest kwantyfikatorem V¥ (np. ¥x (P(X) — Q(X))),
to odpowiedz, czy zdanie jest prawdziwe, czy falszywe, uzalezniona jest od tego, czy dana
zalezno$¢ zachodzi w stosunku do wszystkich obiektow. Jesli jest to kwantyfikator 3 (np.
Ix (P(x) v Q(x))), to wartos¢ logiczna zdania zalezy od tego, czy faktycznie istnieje dany
obiekt.

Jesli natomiast zdanie sktada si¢ z czes$ci powiazanych ostatecznie ktoryms ze spojnikéw
logicznych (np. VxP(x) — 3x Q(X)), to prawdziwos¢ lub fatszywosé takiego zdania oceniamy

korzystajac z tabelek zero-jedynkowych.
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Przyklad:

Wykazemy, ze nie jest tautologia ani kontrtautologia formuta:

vx3y R(x,y) = dyVX R(X,y)

Powyzsza formuta ma posta¢ implikacji. Zaczniemy od poszukiwania kontrmodelu, a
wiec takiej struktury, w ktorej poprzednik implikacji stanie si¢ zdaniem prawdziwym, a
nastepnik fatszywym. Poprzednik stwierdza, ze dla kazdego obiektu istnieje jakis obiekt, taki
ze ten pierwszy jest w relacji do drugiego. W zbiorze ludzi (nie tylko aktualnie zyjacych!)
zalezno$¢ taka zachodzi w przypadku relacji bycia dzieckiem. Dla kazdego cztowieka istnieje
jakis cztowiek, taki ze ten pierwszy jest dzieckiem drugiego. Mdwiac po prostu, prawda jest,
ze kazdy jest czyims dzieckiem. Zobaczmy teraz, co przy takiej interpretacji bedzie mowit
nastgpnik naszej implikacji. Stwierdza on, ze istnieje jakis obiekt, taki ze wszystkie inne sa do
niego w relacji. Czyli, istnieje cztowiek taki, ze wszyscy ludzie sa jego dzie¢mi. Oczywiscie
jest to fatsz. W strukturze ztozonej ze zbioru ludzi i relacji bycia dzieckiem otrzymamy zatem
z naszej formuty falszywe zdanie Jesli kazdy jest czyims dzieckiem, to istnieje ktos, dla kogo
wszyscy ludzie sq jego dzieémi. Jest to zdanie falszywe, bo jego poprzednik jest prawdziwy, a
nastepnik fatszywy. Mamy zatem kontrmodel:

U; =(U = zbidr ludzi, R(x,y) = x jest dzieckiem y)

Model w powyzszym przypadku, podobnie jak w poprzednim przyktadzie, najtatwiej
bedzie zbudowa¢ w taki sposéb, aby uczyni¢ fatszywym poprzednik naszej implikacji.
Mozemy to zrobi¢ wstawiajac na przyktad za R relacje bycia mezem.

U, = (U = zbidr ludzi, R(X,y) = X jest mgzem y)

W U, z naszej formuty otrzymamy zdanie: Jesli kazdy jest czyims mezem, to istnieje ktos
taki, ze wszyscy Sq jego mezem. Poniewaz poprzednik i nastepnik implikacji sa tu falszywe,
cate zdanie jest prawdziwe. U, stanowi zatem model dla naszej formuty.

Poniewaz zbudowalismy kontrmodel i model dla badanej formuty, nie jest ona tautologia,
ani kontrtautologia.

3.3.4. CZESTO ZADAWANE PYTANIA.

Czy budujgc model i kontrmodel dla jednej formuzy musimy
korzystac z takiego samego uniwersum?

Nie jest to w zaden spos6b konieczne. Moze by¢ na przyktad

tak, ze uniwersum dla modelu stanowi¢ bedzie zbiér ludzi, a dla
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kontrmodelu zbidr liczb. Rozwiazanie takie nie bedzie w niczym gorsze od takiego, w ktorym
uniwersum dla modelu i kontrmodelu bytoby takie same.

Czy jesli nie moge znalez¢ dla jakiejs formufy kontrmodelu, to czy oznacza to, ze formu/a
jest tautologig?

Fakt, ze nie mozna znalez¢ kontrmodelu, moze by¢ spowodowany tym, ze formuta jest
tautologia, jednak nie stanowi w zaden sposob na to dowodu. By¢ moze kontrmodel istnieje, a

my po prostu zle szukalismy. (Zobacz tez odpowiedz na nastgpne pytanie).

Czy budujg model lub kontrmodel mozna wykazac, ze formufa jest tautologiq lub
kontrtautologiq?

Nie. Przy pomocy modeli i kontrmodeli mozemy udowodni¢ jedynie rzecz ,,negatywna”
— fakt, ze formuta czym$ nie jest. Wykazanie, ze formuta jest tautologia, wymagatoby
pokazania, ze jest ona prawdziwa w kazdej strukturze (kazda struktura jest jej modelem). Z
powodu nieskonczonej ilosci struktur, w jakich rozpatrywa¢ mozna kazda formute, nie jest to
mozliwe. Podobnie, wykazanie, ze formuta jest kontrtautologia wymagatoby rozpatrzenia

wszystkich struktur i pokazanie, ze w kazdej z nich jest ona fatszywa.

3.4. REGULY W RACHUNKU PREDYKATOW.

3.4.1. LYK TEORII.
W sposéb podobny do tego, w jaki wykazywalismy, ze

2’5 dana formuta nie jest tautotologia lub kontrtautologia,
) . : .
V mozna udowadnia¢ zawodnos¢ regut wnioskowania.

Jak pamigtamy z rachunku zdan, reguta jest to schemat
wnioskowania — uktad przynajmniej dwdch schematow, z

ktorych ostatni reprezentuje wniosek rozumowania, a
v TEoan poprzednie — przestanki. Reguty bedziemy zapisywaé w ten
sposob, ze nad pozioma kreska bedziemy umieszczaé

schematy przestanek, natomiast pod kreska schemat wniosku.
Mowimy, ze reguta jest dedukcyjna, a w zwiazku z tym oparte na niej rozumowanie
logicznie poprawne, jesli nie jest mozliwe, aby przestanki staly sie schematami zdan

prawdziwych, a jednoczesnie wniosek schematem zdania fatszywego.
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Wykazanie, ze dana reguta rachunku predykatow jest dedukcyjna, jest dosé
skomplikowane i, podobnie jak wykazywaniem, ze formuta KRP jest tautologia badz
kontrtautologia, nie bedziemy sie tym obecnie zajmowaé. Ograniczymy si¢ do, o wiele
prostszego, udowadniania, ze dana reguta nie jest dedukcyjna (czyli, méwiac inaczej, jest
zawodna).

Poniewaz to, czy formuty rachunku predykatow reprezentuja zdania falszywe czy
prawdziwe, zalezy od struktury, w ktorej formuty te bedziemy rozpatrywaé, udowodnienie
zawodnosci reguty polega na znalezieniu takiej struktury, w ktorej wszystkie przestanki stana
sie schematami zdan prawdziwych, a wniosek — schematem zdania fatszywego. W ten sposob
wykazujemy, ze mozliwa jest sytuacja, aby przestanki byty prawdziwe, a wniosek fatszywy, a
wieC regula jest zawodna — postugujac sie nia, mozemy, wychodzac z prawdziwych

przestanek, dojs¢ do fatszywego wniosku.

3.4.2. PRAKTYKA: WYKAZYWANIE ZAWODNOSCI REGUL.
W praktyce, udowadnianie zawodnosci regut przebiega tak samo, jak wykazywanie ze

formuta nie jest tautologia lub kontrtatologia.

Przyklad:
Wykazemy, ze zawodna jest reguta:
~ VX P(x)

VX ~ P(X)

Jedyna przestanka badanej reguty stwierdza, ze nie kazdy obiekt posiada wiasnos¢ P,
natomiast jej wniosek gtosi, iz zaden obiekt jej nie posiada. Zawodnosé powyzszej reguly
mozna wykaza¢ budujac strukture U = (U = zbior ludzi, P(x) = x jest Chinczykiem). W
strukturze tej przestanka stwierdza prawdziwie, iz nie kazdy czfowiek jest Chinczykiem, zas

whniosek, fatszywie, ze zaden czfowiek Chizczykiem nie jest.

Przyklad:
Wykazemy, ze zawodna jest reguta:

Ix P(x), Ix Q(x)

vx (P(x) v Q(x))
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Pierwsza przestanka reguty stwierdza, iz istnieje obiekt majacy wiasnos¢ P, druga, ze
istnieje obiekt majacy witasnos¢ Q, natomiast wniosek, iz kazdy obiekt ma przynajmniej jedna
z tych wiasnosci. Zawodnos¢ reguty mozemy wykaza¢ budujac strukture:

U = (U = zbidr studentdéw, P(x) = x ma 5 z logiki, Q(x) = x ma 4 z logiki)

Przyklad:
Wykazemy, ze zawodna jest reguta:

Vx3y R(x,y)

vx3y R(y,x)

Przestanka powyzszej reguty stwierdza, ze kazdy obiekt uniwersum pozostaje do czego$
w relacji R, natomiast wniosek, iz do kazdego obiektu uniwersum co$ pozostaje w R. Jako
przyktad struktury, w ktorej przestanka stanie si¢ zdaniem prawdziwym, a wniosek
fatszywym postuzy¢ moze:

U; = (U = zbidr ludzi, R(x,y) = X jest dzieckiem y)

Prawda jest bowiem, ze kazdy cz/owiek jest czyims dzieckiem, falszem natomiast, ze

kazdy czfowiek dziecko posiada.

SLOWNICZEK

Kontrmodel — kontrmodelem formuty rachunku predykatow nazywamy strukture, w

ktorej formuta ta jest fatszywa.

Kwantyfikator — wyrazenie okreslajace ilos¢ przedmiotow, o ktérych méwi zdanie
zawierajace to wyrazenie. Kwantyfikatorami sa wyrazenia kazdy (oznaczany czesto

symbolem V) oraz niektdre (istnieje) (oznaczany 3).

Model — modelem formuty rachunku predykatow nazywamy strukturg, w ktorej formuta

ta jest prawdziwa.

Predykat — wyrazenie opisujace wiasnos¢ lub relacje. Predykatami sa na przyktad takie

wyrazenia jak jest czzowiekiem, jest wysoki (whasnosci), lub kocha, jest wyzszy od (relacje).
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Stala indywiduowa — symbol oznaczajacy pewien konkretny obiekt. State indywiduowe

oznaczamy zwykle literami a, b, c... itd. Nie podlegaja one kwantyfikacji.

Struktura - uktad ztozony z pewnego uniwersum (zbioru) oraz dowolnej liczby

wiasnosci i/lub relacji.
Zmienna indywiduowa — symbol oznaczajacy dowolny obiekt (indywiduum). Zmienne

indywiduowe oznaczamy zwykle literami: X, y, z... itp. Mozna je wiaza¢ kwantyfikatorami,

np. vx, 3y itp.
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Rozdzial 1V

NAZWY | DEFINICJE.
WSTEP.

Obecny rozdziat wiaze si¢ z logika rozumiana szerzej niz tylko jako nauka zajmujaca Sie
badaniem poprawnosci rozumowan. Poswigcony jest on problematyce zdecydowanie
mniej skomplikowanej niz rachunek zdan, sylogistyka, czy tez rachunek predykatow.
Omadwione sa w nim kolejno: rodzaje nazw, zaleznosci migdzy nazwami, rodzaje definicji
oraz niektore biedy, jakie moga w definicjach wystapic.

Zadania, jakie pojawiaja si¢ w podrecznikach do logiki w zwiazku z powyzsza tematyka,
Sa 0 wiele prostsze od zawartych w poprzednich rozdziatach. Dlatego tez omdwieniu ich
rozwiazywania poswiecone zostato stosunkowo mato miejsca.

4.1. NAZWY | ICH RODZAJE.
4.1.1. LYK TEORII.

Nazwy sa to wyrazenia stuzace do o0znaczania
przedmiotéw. Nazwami sa wiec na przyktad czfowiek, krzes/o,
ksigzka itp.

Rozwazajac problematyke nazw musimy pamigtaé o

dwoch waznych sprawach. Po pierwsze, nazwa nie musi

sktada¢ si¢ z tylko jednego wyrazu. Nazwami sa zatem takie
ztozone wyrazenia jak, przyktadowo, zfy czfowiek, drewniane

ENK TEO 1)

krzesfo z trzema nogami, niezwykle interesujgca ksigzkq, ktdrg
przeczytafem w zeszym tygodniu itp. Kazde z powyzszych wyrazen wskazuje nam pewien
przedmiot, jest wigC nazwa.

Druga istotna sprawa, o jakiej nalezy pamigtac¢, gdy mowimy o nazwach, jest fakt, ze owe
»przedmioty” oznaczane przez nazwy musimy rozumie¢ bardzo szeroko, nie tylko jako
obiekty materialne. Nazwy moga bowiem odnosi¢ sie réwniez, na przykiad, do uczug,
pewnych proceséw zachodzacych w czasie, a takze obiektéw, ktdre w ogdle nie istnieja w
zaden sposob. Nazwami sa wigc rowniez takie wyrazenia jak mifosé, smiech, wyk/ad z logiki,

tréjgfowy smok, niebieski krasnoludek a nawet zonaty kawaler, czy tez kwadratowe kofo.
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TREICGLOWY SMOK

W obecnym rozdziale postugiwaé si¢ bedziemy czesto dwoma pojeciami poznanymi w
paragrafach poswigconych sylogizmom: desygnat nazwy oraz zakres (inaczej: denotacja)
nazwy. Przypomnijmy, ze desygnat jest to obiekt oznaczany przez dana nazwe (na przykiad
to, co trzymasz teraz przed soba Czytelniku, jest desygnatem nazwy ksigzka), natomiast
zakres nazwy jest to zbidr jej wszystkich desygnatow (przyktadowo zbidr wszystkich ksiazek
stanowi zakres nazwy ksigzka). Zakres (denotacje) nazwy A symbolicznie bedziemy oznaczaé¢
D(A).

Obecnie rdéznego rodzaju nazwy przedstawimy w spos6b bardziej systematyczny.
Podzielimy je na cztery rézne sposoby.

1. Podzial ze wzgledu na ilos¢ desygnatdow.

Ze wzgledu na ilos¢ desygnatéw nazwy podzieli¢ mozemy na trzy grupy:

a) Nazwy puste.

Nazwa pusta, to nazwa nie majaca ani jednego desygnatu. Nazwami pustymi sa wigC na
przyktad takie wyrazenia jak: krasnoludek, dwustupietrowy wiezowiec w Warszawie, uczciwy

ztodziej itp.

KRASNOL UDEK
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b) Nazwy jednostkowe.

Sa to nazwy majace dokladnie jeden desygnat, na przyktad: Pafac Kultury i Nauki w
Warszawie, Mieszko |, najdfuzsza rzeka w Polsce itp.

c) Nazwy ogolne.

Sa to nazwy majace wigcej niz jeden desygnat, przyktadowo: ksigzka, pose/ na sejm,

medalista olimpijski itp.

2. Podziatl ze wzgledu na sposob istnienia desygnatow.

a) Nazwy konkretne.

Sa to nazwy, ktorych desygnaty sa przedmiotami materialnymi (zajmuja miejsce w
przestrzeni, mozna je zobaczy¢, dotkna¢, zmierzy¢ itp.), lub bytyby takimi, gdyby istniaty. W
powyzszym okresleniu nazw konkretnych szczegolnie istotny jest zwrot: ,,lub byZyby takimi,
gdyby istniazy [desygnaty]”. Tak wiec oprocz takich wyrazen jak: ksigzka, czfowiek, Adam
Mickiewicz, do nazw konkretnych zaliczamy réwniez na przyktad wyrazenia: Smok Wawelski,
uczciwy i inteligentny polityk, czfowiek o wzroscie 3 m, jednorozec itp. Przedmioty oznaczane
przez te nazwy wyobrazamy sobie bowiem jako obiekty materialne i gdyby istniaty, to takimi
by wiasnie byty.

b) Nazwy abstrakcyjne.

Do grupy tej zaliczamy wszystkie nazwy nie bedace konkretnymi. A wigc nazwy uczuc,
relacji, wtasnosci, zdarzen, procesow itp. Do grona nazw abstrakcyjnych zaliczamy réwniez
nazwy liczb i figur geometrycznych. Abstrakcyjnymi sa wiec takie nazwy jak: mifosé,
podobienstwo, uczciwosé, hafas, polityka, mecz pifkarski, a takze liczba parzysta, trzynascie,

trojkat.

3. Podzial ze wzgledu na sposob wskazywania desygnatow.

a) Nazwy indywidualne.

Do grona nazwa indywidualnych zaliczamy imiona wilasne: nazwiska, nazwy
geograficzne, nazwy statkow itp., a takze nazwy utworzone niejako przez ,wskazanie
palcem”, na przyktad ten oto czzowiek. Nazwy indywidualne przyporzadkowane sa danemu
przedmiotowi na mocy arbitralnej decyzji, niezaleznie od przystugujacych temu
przedmiotowi cech. Nazwami indywidualnymi sa na przyktad: Adam Mickiewicz, Giewont,

Warszawa, ta ksigzka, ktOrq trzymam w rece itp.
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b) Nazwy generalne.

Saq to nazwy, ktore przystuguja przedmiotom ze wzgledu na jakies cechy, ktore tym
przedmiotom przypisujemy. Nazwy generalne to na przykiad: poeta romantyczny, szczyt w
Tatrach, stolica Polski, a takze naukowiec, samochod, miasto itp.

Nazwy indywidualne i generalne rozrézni¢ mozna jeszcze w jeden sposéb. Otdz nazwy
generalne w zdaniach podmiotowo-orzecznikowych typu A jest B nadaja si¢ zardbwno na
podmiot, jak i na orzecznik, a wiec moga wystapi¢ tak w miejscu zmiennej A, jak i B.
Natomiast nazwy indywidualne nadaja si¢ jedynie na podmiot takich zdan. Mozemy na
przyktad powiedzie¢ Krakéw (nazwa indywidualna) jest miastem nad Wislq (hazwa

generalna), natomiast miasto nad Wis/q jest Krakowem, juz nie.

4. Podzial ze wzgledu na jednoznacznosé (ostros¢) zakresu.
a) Nazwy ostre.

Sa to nazwy, w przypadku ktérych da si¢ jednoznacznie okresli¢ ich zakres, a wiec
oddzieli¢ ich desygnaty od przedmiotéw nimi nie bedacych. Nazwy ostre to na przyktad:
tautologia KRZ, minister rzqdu RP, nap0j o zawartosci alkoholu powyzej 4,5%.

b) Nazwy nieostre.

W przypadku nazw nieostrych nie istnieje jednoznaczna, obiektywna granica oddzielajaca
przedmioty bedace ich desygnatami od przedmiotéw desygnatami takimi nie bedacych.
Mowiac inaczej, oprocz obiektow na pewno pod dana nazwe podpadajacych (desygnatow)
oraz niewatpliwie niepodpadajacych (nie-desygnaty) istnieja tez i takie, co do ktérych nie
bardzo wiadomo, do ktdrej grupy je zaliczy¢. Nazwami nieostrymi sa na przyktad: piekna
kobieta, ciekawa ksigzka, geniusz, nudny wyk/adowca, tfum, pornografia.

f% Uwaga na btedy!

Odrozniajgc nazwy ostre od nieostrych nalezy pamietac, iz fakt, ze ja
osobiscie nie wiem, czy jakis przedmiot jest czy tez nie jest desygnatem danej
nazwy, nie powoduje jeszcze, ze dana nazwa jest nieostra. Przykladowo, widzac
idgcego ulicg cztowieka, nie wiem, czy jest on studentem, czy tez nie jest.
Jednakze nazwa student jest ostra, poniewaz, to, czy dany osobnik jest jej
desygnatem, da sie obiektywnie i Scisle ustali¢, gdyby zaszta taka potrzeba.
Inaczej bedzie w przypadku nazwy, na przyktad, pijak — tu na pewno znajdg sie
takie osoby, co do ktorych nie bedzie sie dato w zaden obiektywny sposéb
stwierdzié, do ktérej grupy nalezg: desygnatéw, czy tez nie-desygnatow. Pomiedzy
zbiorem pijakoéw i nie-pijakéw nie istnieje ostra i jednoznaczna granica.
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4.1.2. PRAKTYKA: KLASYFIKOWANIE NAZW.

Zadania zwiazane z klasyfikacja nazw sa niezwykle proste. Polegaja one na zaliczeniu
danej nazwy do odpowiedniego cztonu kazdego podziatu.

Przyklad:
Sklasyfikujemy kilka nazw:
a) Student.

Jest to nazwa ogdlna (istnieje wigcej niz jeden student), konkretna (desygnaty nazwy sa
obiektami fizycznymi), generalna (nazwa podaje pewna ceche desygnatu) i ostra (istnieje
jednoznaczna granica oddzielajaca studentow i nie-studentow).

b) Obecna stolica Polski.

Nazwa jednostkowa (jest tylko jedna obecna stolica Polski), konkretna (jest to ,,obiekt”
fizyczny), generalna (podajemy pewna cechg desygnatu; gdyby chodzito o nazwe
Warszawa, bytaby to nazwa indywidualna) i ostra.

c¢) Wielka mifosé.

Nazwa ogoblna, abstrakcyjna, generalna i nieostra (nie istnieje scista granica oddzielajaca
to, co jest wielka mitoscia, od tego, co nia nie jest).

W przypadku nazwy wielka mifos¢, podobnie jak i w zwiazku z innymi nazwami
abstrakcyjnymi, moga powsta¢ watpliwosci odnosnie ilosci desygnatéw. Ktopot polega na
tym, ze gdy desygnaty nazwy nie sa obiektami materialnymi i nie mozna ich fizycznie
»Zobaczy¢” trudno jest czasem powiedzied, ile tych desygnatow faktycznie jest. | tak, na
przyktad, pesymista mogtby powiedzie¢, ze nazwa wielka mifos¢ jest pusta, niektérzy
filozofowie stwierdziliby, ze jest to nazwa jednostkowa (bo istnieje tylko jedna idea
Wielkiej Mitosci), zas kto$ jeszcze inny powiedziatby ze jest to na pewno nazwa ogolna
(bo sam przezywa kolejna wielka mitos¢ srednio co miesiac).

W zwiazku z tym, ze logika nie dostarcza jednoznacznego rozwiazania tego typu
problemoéw, moze si¢ zdarzy¢, ze rézne odpowiedzi w tego typu zadaniach zostana uznane
za prawidtowe przez rézne osoby.

d) Obecny krol Polski.

Jest to nazwa pusta (przynajmniej w roku 2002 Polska nie ma krdla), konkretna (bo gdyby
krél istniat, bo bytby zapewne cztowiekiem, a wigc obiektem materialnym), generalna i
ostra.
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4.1.3. UTRUDNIENIA | PULAPKI.

W przypadku klasyfikacji nazw trudno méwic¢ o jakichkolwiek wigkszych
utrudnieniach lub putapkach. W zasadzie jedyne powazne biedy, jakie
mozna popetni¢ przy tego typu zadaniach, wynikaja z niedoktadnego
zrozumienia lub zapamietania charakterystyki roznych rodzajéw nazw.
Najczesciej mylone bywaja nazwy puste z abstrakcyjnymi, jednostkowe z
indywidualnymi oraz ogolne z generalnymi. Dlatego zrozumieniu tych wiasnie poje¢ oraz
r6znic migdzy nimi nalezy poswigci¢ szczeg6lna uwagg.

Pewna trudnos¢ w klasyfikacji nazw sprawi¢ moze rowniez fakt, ze niektore nazwy sa ze
swej natury wieloznaczne, jak na przyktad zamek, ktore to wyrazenie moze oznaczac¢
zarowno budowle, jak i zamek w drzwiach. Przed przystapieniem do klasyfikacji takiej
nazwy nalezy oczywiscie najpierw ustali¢ o jakie znaczenie chodzi nam w danym
wypadku, gdyz wzigta w roznych znaczeniach ta sama nazwa moze mie¢ rdézne witasnosci.
Przyktadowo nazwa Mars moze by¢ jednostkowa w znaczeniu planety, pusta w znaczeniu
mitologicznego boga wojny, a ogdlna w znaczeniu popularnego batonika. Nalezy tez
pamigta¢, aby wieloznacznosci nazwy nie myli¢ z jej nieostroscia.

4.2. STOSUNKI MIEDZY NAZWAMI.

4.2.1. LYK TEORII.

Dowolne dwie nazwy moga znajdowac si¢ wzgledem siebie w
roznych zaleznosciach wynikajacych z ich zakreséw (denotacji).

Q ¢ Poniewaz zakres nazwy jest to zbior jej desygnatow, do
“ omdwienia stosunkow zakresowych migdzy nazwami konieczne
jest przyswojenie sobie elementarnych wiadomosci dotyczacych
zbiorow.
< Gdy wezmiemy dwa dowolne zbiory X iY, to moga one

pozostawac w nastepujacych zaleznosciach.

X =Y (zbidr X jest rowny zbiorowi Y) — 0znacza to, ze zbiory
X 1Y maja doktadnie te same elementy. Na przyktad: X — zbior
liczb parzystych, Y — zbior liczb podzielnych przez 2.

ENK TEO 1)

X 'Y (zbior X zawiera si¢ w zbiorze Y) — oznacza to, ze kazdy element zbioru X jest
rowniez elementem zbioru Y, ale nie odwrotnie. Na przyktad: X — zbiér wielbtadow, Y —
zbidr ssakow.

X)(Y (zbior X jest roztaczny ze zbiorem Y) — zbiory X i Y nie maja zadnego wspolnego
elementu. Na przyktad: X — zbi6r ludzi, Y- zbiér samochoddw.

X #Y (zbior X krzyzuje sie ze zbiorem Y) — oznacza to, ze zbiory X i Y maja jakies
elementy wspolne, ale oprocz tego kazdy ma tez takie, ktore nie sa elementami drugiego
zbioru. Na przyktad: X — zbidr studentow, Y zbior 0s6b palacych; istnieja bowiem
elementy wspolne — palacy studenci, ale tez elementy znajdujace si¢ tylko w X — studenci
niepalacy, oraz elementy nalezace tylko to Y — osoby palace nie bedace studentami.
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Zaleznosci migdzy nazwami to nic innego, jak stosunki zachodzace migdzy ich zakresami.
Moga by¢ one nastepujace:

D (A) = D (B) — méwimy wtedy, ze nazwy A i B sa rownowazne. Na przyktad: A —
Wisfa, B — najdfuzsza rzeka w Polsce lub A — C;HsOH, B — alkohol etylowy.

D (A) c D (B) — mowimy wtedy, ze nazwa A jest podrzedna wzgledem nazwy B, lub,
jak kto woli, ze nazwa B jest nadrzedna wzgledem A. Na przyktad: A — dziecioZ, B —
ptak lub A - zdolny student, B — student.

D (A) )( D (B) — mowimy, ze nazwy A i B si¢ wykluczaja. Na przyktad: A — sfon, B —
mréwka lub A — czfowiek uczciwy, B — z/odziej.

D (A) # D (B) — mowimy, ze nazwy A i B sig¢ krzyzuja (lub ze sa niezalezne). Na
przyktad: A — czfowiek bogaty, B — cztowiek inteligentny lub A — blondynka, B —
studentka.

Uwaga na marginesie.

Pelna $cisto$¢ nakazywataby méwi¢ o zaleznosciach miedzy zakresami nazw, a nie samymi nazwami, a wiec
np.: zakres nazwy A jest podrzedny wobec zakresu nazwy B, czy tez zakres nazwy A wyklucza sie z zakresem
nazwy B, jednak zwykle, dla uproszczenia, méwi sie po prostu o stosunkach miedzy nazwami.

4.2.2. PRAKTYKA: SPRAWDZANIE ZALEZNOSCI MIEDZY
NAZWAMI.

Jeden z typow zadan zwiazanych ze stosunkami mi¢dzy nazwami polega¢ moze na
zbadaniu zaleznosci pomigdzy dwiema podanymi nazwami.

W wielu prostych przypadkach zadania takie mozna rozwiaza¢ bez uciekania sie do
jakichkolwiek wyrafinowanych sposobow. W przypadku niewielkich watpliwosci mozna
sprobowac okresli¢ zaleznosci migdzy nazwami droga eliminacji. Przyktadowa procedura
bedzie wtedy wyglada¢ nastepujaco. (1) Najpierw oceniamy, czy nazwy maja takie same
zakresy, co zwykle widac juz na pierwszy rzut oka. Jesli nie (a wiec nie sa rownowazne),
(2) patrzymy, czy w ogdle maja jakiekolwiek wspolne desygnaty. Jesli nie maja, to znaczy
si¢ one wykluczaja, jesli maja, musimy szuka¢ dalej — w takiej sytuacji (3) zadajemy sobie
pytanie czy moze kazdy desygnat nazwy A jest desygnatem nazwy B, lub moze,
odwrotnie, kazdy desygnat B jest desygnatem A. Jesli tak, to znaczy ze jedna nazwa (ta,
ktdrej zakres zawiera si¢ w zakresie drugiej) jest podrzedna wzgledem drugiej. Jesli nie,
pozostaje ham ostatnia mozliwos¢, a zatem (4) nazwy musza si¢ krzyzowac.

Przyklad:
Zbadamy zaleznos¢ migdzy nazwami A — piernik B — wiatrak.

Jako ze na pierwszy rzut oka wida¢, ze nazwy piernik i wiatrak nie sa rownowazne, na
poczatek pytamy wiec, czy maja one jakiekolwiek wspdlne desygnaty, a wiec czy istnieje
cos, co bytoby jednoczesnie piernikiem i wiatrakiem. Poniewaz oczywiscie nie ma takiej
rzeczy, mozemy zakonczy¢ zadanie odpowiedzia, ze badane nazwy si¢ wykluczaja.
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CO MA PIERWNIK 3O WIATRAKA 222

Uwaga na btedy!

Nalezy pamietaé, ze pytajgc o to, czy nazwy majq
wspolne desygnaty, nie chodzi ham o to, czy istnieje jakas cecha tgczaca obiekty
wskazywane przez badane nazwy, a wiec na przykfad czy istnieje piernik zrobiony
z maki wyprodukowanej w wiatraku, czy tez piernik w ksztatcie wiatraka, albo
wiatrak w kolorze piernika. Pytajgc o wspdlne desygnaty pytamy, czy istnieje cos,
co bytoby jednoczes$nie i jednym i drugim, a wiec, w naszym przykfadzie, co$
bedacego zarazem piernikiem i wiatrakiem.

Przyklad:
Zbadamy zaleznosci migdzy nazwami A —karp, B — ryba.

Poniewaz wida¢, ze nie sa to nazwy rdwnowazne, ale jakies desygnaty wspolne posiadaja,
patrzymy, czy moze zakres jednej z nazw zawiera si¢ w zakresie drugiej. Oczywiscie
kazdy karp jest ryba, czyli D(A) — D(B). Tak wig¢c nazwa karp jest podrzedna wzgledem
nazwy ryba (lub ryba nadrzedna wzglgdem karp).
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Przyklad:
Zbadamy zaleznosci miedzy nazwami A — posef na sejm, B — ograniczony nacjonalista.

Po odrzuceniu pierwszej i drugiej mozliwosci, sprawdzamy, czy moze jest tak, ze kazdy
poset na sejm jest ograniczonym nacjonalista lub kazdy ograniczony nacjonalista postem.
Poniewaz tak nie jest, wynika z tego, ze badane nazwy musza si¢ krzyzowac.

Przyklad:
Zbadamy zaleznosci migdzy nazwami A — palec B — d/or.

Na pierwszy rzut oka mogtoby sie wydawac, ze hazwy te maja cos wspolnego. W pewnym
sensie jest to racja, jednak tym co je taczy, nie sa na pewno wspolne desygnaty.
Woprawdzie palec jest czescia dtoni — nie oznacza to jednak, ze istnieje taki palec, ktory
bytby jednoczesnie dionia lub dton bedaca palcem. Pamigtac nalezy, ze sprawdzajac
zaleznosci miedzy nazwami pytamy, czy istnieja obiekty bedace desygnatami jednej i
drugiej nazwy, a nie czy istnieja pewne cechy taczace te nazwy lub ich desygnaty.

Nazwy palec i dfor wykluczaja sie wiec wzajemnie, podobnie jak rozpatrywane wyzej
piernik i wiatrak.

4.2.3. PRAKTYKA: ZASTOSOWANIE DIAGRAMOW VENNA.

Zalezno$¢ miedzy dwiema nazwami nie zawsze da si¢ odkry¢ w tak prosty sposéb, jak w
powyzszych przyktadach. W niektorych przypadkach, szczegdlnie gdy mamy do czynienia
z nazwami ztozonymi, dobrze jest si¢ postuzy¢ bardziej wyrafinowanym sposobem —
metoda diagramow Venna. Diagramy te omawiane byly juz przy okazji sprawdzania
poprawnosci sylogizmow. Obecnie ich wykorzystanie bedzie na pewno o wiele prostsze.

Badanie zaleznosci migdzy dwiema nawami przy pomocy diagramow Venna
rozpoczynamy od narysowania dwoch kot reprezentujacych zakresy rozwazanych nazw:

D(A) D(B)
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Jak widac, diagram taki sktada sig z trzech obszaréw. W obszary te bedziemy musieli
wpisa¢ znaki ,,+” lub ,,—” w zaleznosci od tego, czy cos si¢ w nich znajduje, czy tez sa one
puste.

To, czy w danych obszarach diagramu znajduja si¢ jakies elementy odkrywamy
odpowiadajac na trzy proste pytania:

| — czy istnieje A, ktdre nie jest B?
Il — czy istnieje A, ktdre jest B?
Il — czy istnieje B, ktore nie jest A?

Przy zatozeniu, ze zadna z nazw nie jest nazwa pusta, mozemy otrzymac jeden z
nastepujacych rysunkow swiadczacych o zaleznosciach miedzy badanymi nazwami.

D(A) D(B)

Ai B rwnowazne

&

D(A) D(B)

A i B wykluczajace si¢

-

D(A) D(B)

A podrzedne do B

-

D(A) D(B)

A nadrzedne do B

&

D(A) D(B)

A i B sig krzyzuja

-
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WARTO ZAPAMIETAC!

Gdyby ktos miat problemy z zapamigtaniem, ktory rysunek swiadczy o
nadrzednosci nazwy A wzgledem B, a ktory o podrzednosci, moze to sobie
utrwali¢ przy pomocy prostego skojarzenia. Gdy mamy rysunek ze znakiem
»+” z jednej strony, a ,.—” z drugiej, to nadrzedna jest ta nazwa, przy ktorej
znajduje si¢ ,,+”, a podrzedna ta, gdzie mamy ,,—".

Powyzsze rysunki ilustruja zaleznosci pomiedzy nazwami przy zatozeniu, ze zadna nazwa
nie jest pusta. Nazwy puste rzadko bywaja wykorzystywane w tego typu zadaniach. Dla
porzadku jednak dodajmy, ze kazda nazwa pusta jest podrzedna wzgledem dowolnej
nazwy niepustej, natomiast dwie nazwy puste sa sobie zawsze rownowazne.

Przyklad:
Zbadamy zaleznosci miedzy nazwami A — nie-pies, B — nie-wydra.

Po narysowaniu diagramu, w ktérym jedno koto symbolizuje zakres nazwy nie-pies, a wigc
zbior wszystkich obiektéw nie bedacych psami, natomiast drugie zakres nazwy nie-wydra
(zbior wszystkich nie-wydr), zadajemy trzy pytania:

| — czy istnieje nie-pies, ktory nie jest nie-wydra? Pytanie to poczatkowo wydaje si¢ dosé¢
zagmatwane, mozemy je jednak znacznie uprosci¢, korzystajac z prawa mdwiacego, ze
dwa przeczenia si¢ znosza. Tak wigc, jesli cos nie jest nie-wydra, oznacza to, iz jest to po
prostu wydra. W ostatecznej, uproszczonej wersji nasze pytanie brzmi zatem: czy istnieje
nie-pies, ktory jest wydra? Oczywiscie istnieje cos$ takiego i jest to po prostu wydra. W
odpowiednim polu diagramu wpisujemy zatem znak ,,+”.

Il — czy istnieje nie-pies, ktory jest nie-wydra? Mowiac inaczej, czy istnieje cos, co nie jest
psem i jednoczesnie nie jest wydra. Oczywiscie istnieje bardzo wiele takich rzeczy, na
przyktad moze byc¢ to zajac, tak wiec w srodkowym obszarze diagramu wpisujemy znak
+11.

Il — czy istnieje nie-wydra, ktora nie jest nie-psem? Po uproszczeniu tego pytania w taki
sam sposob jak w przypadku pytania | otrzymujemy: czy istnieje nie-wydra, ktora jest
psem. Oczywiscie istnieje co$ takiego — jest to pies. W ostatnia czes¢ diagramu rowniez
wpisujemy zatem ,,+”.

D(A) D(B)
A - nie-pies

B - nie-wydra

Otrzymany rysunek swiadczy, iz nazwy nie-pies i nie-wydra si¢ krzyzuja.

165



NIE PES —NIE wrdea

Przyklad:
Zbadamy zaleznosci migdzy nazwami A — nie-ojciec, B — nie-dziadek.
Pytania konieczne do wypelnienia diagramu przestawiaja Si¢ nastgpujaco:

| — czy istnieje nie-ojciec, ktory nie jest nie-dziadkiem, a wigc: czy istnieje nie-ojciec,
ktory jest dziadkiem? Takiej osoby nie ma, poniewaz jesli ktos nie jest ojcem, nie moze w
zaden sposob zosta¢ dziadkiem. W pierwszej czesci diagramu wpisujmy zatem znak ,,—”.
Il — czy istnieje nie-ojciec, ktory jest nie-dziadkiem? Taka osoba istnieje, na przykitad
mezczyzna nie majacy dzieci. W srodkowej czesci diagramu wpisujemy znak ,,+”.

Il — czy istnieje nie-dziadek, ktory nie jest nie-ojcem, a wigc: czy istnieje nie-dziadek,
ktory jest ojcem? Taka osoba istnieje — jest to mezczyzna majacy dzieci, ale nie majacy
wnukow. W ostatnie pole diagramu wpisujmy ,,+”.

D(A) D(B)
A - nie-ojciec

B - nie-dziadek

Otrzymany rysunek wskazuje, ze nazwa nie-ojciec jest podrzedna wzgledem nazwy nie-
dziadek lub, jak kto woli, nazwa nie-dziadek jest nadrzedna do nie-ojciec.
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4.2.4. PRAKTYKA: DOBIERANIE INNYCH NAZW DO NAZWY
PODANEJ.

Inny rodzaj zadan zwiazanych z zaleznosciami pomigdzy nazwami polega¢ moze na
poszukiwaniu nazwy podrzednej, nadrzednej, wykluczajacej si¢ i krzyzujacej do podanej
nazwy A (nazwy réwnowaznej czesto nie sposéb podac¢, wiec nie bedziemy jej szukaé w
zadaniach).

W przypadku takich zadan nie istnieje scista metoda ich rozwiazywania; zwykle nie maja
tez one jednej odpowiedzi — niemal wszystko zalezy tu od inwencji rozwiazujacego.

Przyklad:

Dobierzemy nazwe nadrzedna, podrzedna, wykluczajaca sig i krzyzujaca w stosunku do
nazwy A — sfon.

Nazwa nadrzedna do A to posiadajaca szerszy zakres niz nazwa A. W przypadku stonia
moze wiec by¢ to na przyktad ssak (kazdy ston jest ssakiem, ale nie na odwrot).

Nazwa podrzedna do A to taka, ktdra posiada wezszy zakres. Najprostszym sposobem
utworzenia nazwy podrzednej jest zwykle dodanie do nazwy wyjsciowej jakiegos
przymiotnika zawezajacego jej zakres — w naszym przypadku moze by¢ to na przyktad
ston afrykasiski (kazdy ston afrykanski jest stoniem, ale nie na odwrot).

Utworzenie nazwy wykluczajacej si¢ z A nie sprawi na pewno zadnego ktopotu —
przyktadowo moze by¢ to mysz. Nazwe wykluczajaca mozna tez zawsze utworzy¢ przez
zaprzeczenie nazwy A — na przyktad nie-sfon.

Najtrudniejsze moze by¢ poczatkowo utworzenie nazwy krzyzujacej si¢ z podana. Musimy
znalez¢ taka nazwe B, zeby miata wspdlne desygnaty z A, ale zeby rdwniez istniaty A nie
bedace B oraz B nie bedace A. W naszym przypadku musi by¢ to takie B, ze niektore
stonie tym sa, ale tez takie, ze niektore stonie owym B nie sa, oraz niektére B nie sa
stoniami. Nazwa spetniajaca takie warunki jest na przyktad zwierze zyjgce w Afryce. Sa
bowiem oczywiscie stonie zyjace w Afryce, ale sa tez stonie mieszkajace gdzie indziej (np.
w Indiach), a takze zwierzeta zyjace w Afryce, nie bedace stoniami.

Mamy wigc:

A —sfon

nadrzedna do A — ssak

podrzedna do A — sfor afrykariski
wykluczajaca si¢ z A — mysz

Krzyzujaca si¢ z A — zwierze zyjgce w Afryce
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MYSZ scot AFRYRANSKA ZWIERZE ZYJIACE
W AFRYCE

WARTO ZAPAMIETAC!

Istnieje prosty nieformalny sposob pozwalajacy niemal automatycznie
stworzy¢ nazwe Krzyzujaca si¢ z dowolna podana nazwa. Aby utworzy¢
nazwe Krzyzujaca si¢ z A nalezy:

1) Wzia¢ nazwe nadrzedna do A.
(Na przyktad zwierze do nazwy sfon)

2) Do nazwy tej doda¢ przymiotnik oznaczajacy ceche, ktora niektore (ale nie wszystkie!)
desygnaty A posiadaja.

(Niektdre (cho¢ nie wszystkie) stonie zyja w Afryce, wigc ceche te dodalismy do nazwy
zwierze)

Otrzymamy zapewne nazwe krzyzujaca si¢ z A. W razie watpliwosci mozna to sprawdzi¢
przy pomocy diagraméw Venna.

Przyklad:

Dobierzemy nazwe nadrzedna, podrzedna, wykluczajaca sig i krzyzujaca z nazwa A —
nieuczciwy polityk.

Nazwa 0 szerszym zakresie do A, a wiec do niej nadrzedna bedzie na pewno polityk.

Tworzac nazwe podrzedna do A mozemy doda¢ do A jakas zawezajaca ceche — na
przyktad amerykariski nieuczciwy polityk.
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Uwaga na btedy!

Tworzac nazwe podrzedng do A poprzez dodanie przymiotnika zawezajgcego
zakres, musimy dodac ten przymiotnik do catej nazwy A, a wiec na przyktad do
nieuczciwy polityk, a nie tylko do samego polityk. W przeciwnym razie dostaniemy
zapewne nazwe krzyzujgca sie zamiast podrzedne;.

Jako przyktad nazwy wykluczajacej si¢ z A postuzy¢ moze uczciwy polityk.

Nazwe Krzyzujaca sie sprébujemy utworzy¢ w sposob podany wyzej. Wezmiemy wiec
nazwe nadrzedna do A, na przyktad czfowiek i dodamy do niej ceche, jaka zapewne
niektorzy nieuczciwi politycy posiadaja, na przyktad wiek powyzej 40 lat. Otrzymujemy
zatem nazwe czfowiek majqcy ponad 40 lat. Innymi nazwami Krzyzujacymi si¢
utworzonymi w ten sposéb mogtyby by¢: polityk angielski lub czfowiek noszgcy okulary.

Mamy wigc:

A — nieuczciwy polityk

nadrzedna do A — polityk

podrzedna do A — amerykarsski nieuczciwy polityk
wykluczajaca si¢ z A — uczciwy polityk

Krzyzujaca si¢ z A — cziowiek majgcy ponad 40 lat

4.3. DEFINICJE.
4.3.1. LYK TEORIL.

Definicja to wyrazenie podajace informacje o znaczeniu
jakiegos stowa lub zwrotu. Najczesciej spotykane sa tak
zwane  definicje  réwnosciowe  (nazywane  réwniez
normalnymi). Definicja taka sklada si¢ z trzech czesci:

terminu definiowanego (tak zwanego definiendum),

terminu definiujacego (tak zwanego definiensa) oraz zwrotu

taczacego te dwa terminy — kacznika definicyjnego.

LYK TEO e

Jako przyktad definicji rownosciowej moze postuzy¢
wyrazenie: Zegar jest to urzgdzenie do pomiaru upfywu czasu. Nazwa zegar jest tu terminem
definiowanym, urzgqdzenie do pomiaru upfywu czasu — terminem definiujacym, natomiast

zwrot jest to — tacznikiem definicyjnym.
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W skrécie mozemy powiedzie¢, ze definicja normalna przyjmuje posta¢ A = B, gdzie A i

B sa nazwami.

Rodzaje definicji ze wzgledu na ich zadania.

Ze wzgledu na to, jaki cel przyswiecatl autorowi tworzacemu dana definicjg, mozemy
wyroznic¢ trzy rodzaje definicji:

a) Sprawozdawcze (analityczne).

Zadaniem takiej definicji jest wierne oddanie znaczenia terminu definiowanego, tak jak
funkcjonuje ono w danym jezyku. Definicja taka stanowi ,,sprawozdanie” z ogélnie przyjetej
tresci danego terminu. Ogromna ilos¢ definicji sprawozdawczych znalezé mozna w
dowolnym stowniku jezyka polskiego. Definicja taka jest rowniez podane wyzej okreslenie
stowa zegar.

b) Regulujace.

Zadaniem definicji regulujacej jest precyzacja jakiegos terminu nieostrego. Koniecznos¢
zastosowania takich definicji wystepuje najczesciej w prawodawstwie. Przyktadowo w celu
umozliwienia wpisywania do dowoddw osobistych w rubryce ,,wzrost” stow: niski, sredni,
wysoki, konieczne stato si¢ podanie definicji regulujacych znaczenie tych nieostrych
terminéw. Tak powsta¢ mogta definicja: Przez wysokiego mezczyzne rozumieé bedziemy
mezZczyzne mierzqcego ponad 175 cm wzrostu. Podobny rodowod moze posiadaé¢ definicja —
Cziowiek pefnoletni to osoba, ktora ukoriczyfa osiemnasty rok zycia.

Czasem, gdy przyjete w definicji regulujacej znaczenie danego terminu staje sie
powszechne, definicja taka moze przeksztatci¢ si¢ w sprawozdawcza.

c¢) Konstrukcyjne (arbitralne).

Zadaniem takiej definicji jest wprowadzenie do jezyka nowego terminu lub nadanie juz
istniejacemu nowej tresci, ignorujacej dotychczasowa. Definicje takie wystepuja najczesciej
w nauce, na przyktad gdy wynalazca nadaje nazwe zbudowanemu przez siebie urzadzeniu i
okresla, co nalezy pod ta nazwa rozumie¢. Z czasem utworzone w ten sposob definicje
konstrukcyjne, podobnie jak regulujace, moga sta¢ sie sprawozdawczymi.

Definicje konstrukcyjne wystepuja rowniez na poczatku rdznego rodzaju zbiorow
przepiséw lub zawieranych uméw i okreslaja, co dane stowa beda oznacza¢ w dalszym ciagu
tekstu. Na przyktad: Pieszy — osoba, znajdujgca sie poza pojazdem na drodze i nie
wykonujgca na niej robot lub czynnosci przewidzianych odrebnymi przepisami, lub: Wartos¢
polisy jest to wartos¢ obliczana jako suma wartosci jednostek funduszy przypisanych do

danego rachunku po zarachowaniu z tytufu skfadki regularnej oraz dokonaniu stosownych
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odliczen i potrgcen, gdzie srodki zgromadzone w danym funduszu ustala sie jako iloczyn
liczby jednostek tego funduszu zarachowanych z tytufu skfadki regularnej znajdujqcych sie na

odpowiednim rachunku oraz wartosci jednostki tego funduszu.

PIESTY — OSCBA, ZNATDUIACA SIE
POZA POIAZDEM NA DROD2E .. .

Warunki poprawnosci definicji sprawozdawczych.

Obecnie zajmiemy si¢ warunkami poprawnosci definicji oraz tym, jak t¢ poprawnosé
zbada¢. Przedstawione nizej warunki odnosza si¢ zasadniczo do definicji sprawozdawczych.
Definicje regulujace oraz arbitralne (jak juz sama nazwa wskazuje) moga by¢ tworzone w
sposob bardziej dowolny i nie podlegaja tak scistym rygorom jak definicje sprawozdawcze,
ktorych zadaniem jest wierne oddanie znaczenia definiowanego terminu.

Jak juz powiedzielismy definicja o normalnej (réwnosciowej) budowie sktada si¢ z
dwaoch nazw (definiendum i definiensa) potaczonych spojnikiem definicyjnym; w skrécie: A
= B. Poniewaz definicja sprawozdawcza ma na celu $ciste oddanie znaczenia terminu
definiowanego przy pomocy terminu definiujacego, to aby mozna byto uzna¢ ja za w petni
poprawna, zakresy tych termindw powinny sie pokrywaé. Innymi stowy, w poprawnej
definicji sprawozdawczej definiendum i definiens powinny by¢ nazwami réwnowaznymi.
Kazdy inny stosunek zakresowy pomigdzy tymi terminami to btad definicji. Bledy te
charakteryzujemy nastepujaco:

W definicji sprawozdawczej typu A = B:

Gdy definiendum (A) jest nadrzedne do definiensa (B), to mowimy, ze definicja jest za
waska;

Gdy definiendum (A) jest podrzedne do definiensa (B), to méwimy, ze definicja jest za

szeroka;
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Gdy definiendum (A) krzyzuje sie z definiensem (B), to méwimy, ze definicja obarczona
jest bledem krzyzowania zakresow;

Gdy definiendum (A) wyklucza sie z definiensem (B), to moéwimy, ze definicja
obarczona jest bledem wykluczania zakresow.

W praktyce najczesciej wystepuja w definicjach pierwsze dwa biedy (definicja za szeroka
lub za waska); natomiast ostatni z btedéw (wykluczania zakreséw) nie wystepuje prawie

nigdy (poza specjalnie w tym celu spreparowanymi przyktadami w podrecznikach do logiki).

4.3.2. PRAKTYKA: BADANIE POPRAWNOSCI DEFINICJI
SPRAWOZDAWCZYCH.

Sprawdzanie poprawnosci definicji sprawozdawczych jest niezwykle proste. Sprowadza
si¢ ono do okreslenia co stanowi definiendum oraz definiens, a nastepnie zbadania stosunkow

miedzy nimi.

Przyklad:

Sprawdzimy poprawnos¢ definicji: Termometr jest to przyrzqd do mierzenia.

W definicji tej termin definiowany (definiendum) stanowi nazwa termometr, natomiast
termin definiujacy (definiens) — przyrzqd to mierzenia.

Po narysowaniu diagramu mozemy zada¢ trzy pytania, na ktére odpowiedzi sa oczywiste:

| — czy istnieje termometr, ktory nie jest przyrzadem do mierzenia — nie,

Il — czy istnieje termometr, ktory jest przyrzadem do mierzenia — tak,

Il — czy istnieje przyrzad do mierzenia, ktory nie jest termometrem — tak (np. linijka).

D(A) D(B)

A - termometr
B - przyrzqd do mierzenia

Otrzymany rysunek wskazuje, ze definiendum jest podrzedne wzgledem definiensa, a
zatem badana definicja jest za szeroka.
To, ze badana definicja jest za szeroka wida¢ w zasadzie juz na pierwszy rzut oka — zbyt

szeroko definiuje ona termometr.
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Przyklad:

Zbadamy poprawnos¢ definicji: Termometr jest to przyrzqd do mierzenia temperatury
ludzkiego ciafa.

Odpowiedzi na odpowiednio zadane pytania sa nastgpujace:

| — tak (np. termometr okienny),

Il - tak,

[l - nie.

Wypetniony zgodnie z tymi odpowiedziami diagram wskazuje na nadrzednosc¢
definiendum wzgledem definiensa, a wiec badana definicja jest za waska.

4.3.3. UTRUDNIENIA | PULAPKI.

Trudno mowi¢ o jakichkolwiek putapkach przy tak prostych

zadaniach, jak sprawdzanie definicji sprawozdawczych. Jedyny ktopot
moze tu polega¢ na koniecznosci wykorzystania czasem wiedzy pozalogicznej potrzebnej do
odpowiedzi na pytanie: czy istnieje pewna rzecz A bedaca (lub nie bedaca) B. Wiedza ta
moze czasem dotyczy¢ dziedzin specjalistycznych, obcych osobie badajacej poprawnosé
definicji.

SLOWNICZEK.

Definiendum (termin definiowany) — termin, ktérego znaczenie podaje definicja.

Definiens (termin definiujacy) — czton definicji wyjasniajacy znaczenie terminu
definiowanego.

Denotacja nazwy (zakres nazwy) — zbidr wszystkich desygnatow danej nazwy.
Przykfadowo zbidr wszystkich studentdw jest denotacjq (zakresem) nazwy student.

Desygnat nazwy — obiekt oznaczany przez dang nazwe. Na przyk/ad kazdy z nas jest
desygnatem nazwy cztowiek.
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Lacznik definicyjny — zwrot taczacy definiendum i definiens. Na przyktad: jest to,
znaczy tyle co itp.

Nazwa abstrakcyjna — nazwa, ktorej desygnaty nie sa przedmiotami materialnymi. Na

przyktad: nienawis¢, smiech, egzamin.

Nazwa generalna — nazwa, ktora przystuguje przedmiotowi ze wzgledu na jakies cechy,
ktore temu przedmiotowi przypisujemy. Na przykiad: poeta romantyczny, miasto nad Wistq,
student.

Nazwa indywidualna — nazwa przyporzadkowana danemu przedmiotowi na mocy
arbitralnej decyzji, niezaleznie od przystugujacych temu przedmiotowi cech. Na przykiad:

Adam Mickiewicz, Krakdw, ta oto ksigzka.

Nazwa jednostkowa — nazwa majace dokladnie jeden desygnat. Na przyktad: Pafac

Kultury i Nauki w Warszawie, najwyzszy szczyt w Tatrach.

Nazwa konkretna — nazwa, ktdrej desygnaty sa przedmiotami materialnymi lub bytyby
takimi, gdyby istniaty. Na przyktad: ksigzka, krasnoludek.

Nazwa nieostra — nazwa, ktdrej zakresu nie da sie jednoznacznie i obiektywnie
wyznaczy¢. Na przyktad: wysoki mezczyzna, dfugie przemowienie, tzJum.

Nazwa ogblna — nazwa majaca wigcej niz jeden desygnat. Na przykiad: cziowiek,

samochod.

Nazwa ostra — nazwa, ktorej zakres da si¢ jednoznacznie okreslic. Na przykiad:

medalista olimpijski, liczba parzysta, student.

Nazwa pusta — nazwa nie majaca ani jednego desygnatu. Na przyktad: jednorozec,

czfowiek o wzroscie 3 m.
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Rozdzial V
ZBIORY.

WSTEP.

Obecny rozdziat wraz z kolejnym — poswigconym relacjom, petnia rolg w pewnym sensie
pomocnicza. Omawiane w nich problemy nie dotycza bezposrednio logiki w jej tradycyjnym
rozumieniu, jako dziedziny zajmujacej si¢ badaniem poprawnosci wnioskowan. Poniewaz
jednak w XX wieku logika zostata silnie zwiagzana z matematyka, takie dziedziny jak teoria
zbiordw i relacji uwazane sa wspotczesnie za jej petnoprawne dziaty.

Ze zbiorami i relacjami spotkaliSmy si¢ juz we wczesniejszych rozdziatach. Obecnie
pojecia te zostanag omoéwione w sposéb bardziej scisty i systematyczny. Bedzie si¢ to wiazato,
niestety, z wigksza iloscia koniecznej to opanowania teorii. Jednakze, jak zwykle, najwigkszy
nacisk potozony zostanie na rozwiazywanie typowych zadan, spotykanych w podrecznikach
do logiki w czgséciach poswigconych zbiorom i relacjom.

5.1. PODSTAWOWE WIADOMOSCI O ZBIORACH.

5.1.1. LYK TEORII.

Zbior to pewna kolekcja obiektow. Méwimy, na przykiad, o
-~ zbiorze znaczkéw pocztowych, zbiorze liczb nieparzystych,
‘Z ¢ zbiorze nudnych ksiazek, zbiorze studentéw itp., itd. Zbiory
~ oznaczamy najczesciej duzymi literami, na przyktad X, Y, Z
lub A, B, C, D itd. Jesli wypisujemy elementy jakiegos
zbioru, to zwykle umieszczamy je w nawiasach klamrowych,
Y,\<\ oddzielajac od siebie przecinkami, na przyktad: {a, b, c ,d}.
W zbiorze nie jest istotna kolejnos¢, w jakiej elementy
zostaly przedstawione. Na przyktad ponizsze zbiory A'i B sa
LK TEO @ sobie réwne (identyczne): A={a, b, c}, B={c, a, b}.
Réwniez fakt, ze jakis element zostaje, z jakichs powoddw,
wymieniony Kilkakrotnie, nie zmienia w niczym zbioru. Przyktadowo zbiér C = {a, a, ¢, b,
a, b, ¢, a} jest identyczny z wymienionymi wczesniej A i B; kazdy z tych zbioréw (réwniez
C!) zawiera trzy elementy — a, b, oraz c.

Szczego6lnym zbiorem jest tak zwany zbidr pusty, ktory nie zawiera zadnego elementu.
Zbior pusty oznaczamy zwykle symbolem & — bez zadnych nawiaséw klamrowych.

Fakt, ze jakis obiekt jest elementem pewnego zbioru oznaczamy symbolem: €. Symbol ten
odczytujemy jako ,,nalezy” lub ,,jest elementem”. W odniesieniu do powyzszego przyktadu
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mozemy wigc napisa¢: a € A, b € Aoraz c € A. To, ze obiekt nie jest elementem zbioru,
zapisujemy przy pomocy znaku: ¢. Powiemy, na przyktad: d ¢ A.

Woypisanie elementow w klamrowych nawiasach nie jest jedyna metoda przedstawienia
zbioru. Mozna to uczyni¢ réwniez podajac swego rodzaju ,,przepis” wedtug ktérego ktos,
gdyby chciat, mogt elementy zbioru wypisac. ,,Przepis” taki moze by¢ mniej lub bardziej
formalny. Zbiér D = {1, 2, 3, 4} mozemy przedstawi¢ na przyktad: D — zbior liczb
naturalnych mniejszych od 5; lub bardziej formalnie: D = {Xx: x € N A X < 5} (gdzie N
oznacza zbior liczby naturalnych). Zapis typu {x: ...} odczytujemy: ,,zbior takich iksow
(elementéw), ze...”, a wiec, w naszym wypadku, powiedzielibysmy: zbior takich x, ktore
Sq liczbami naturalnymi i sq jednoczesnie mniejsze od 5.

Elementami jakiego$ zbioru moga by¢ nie tylko ,,zwyklte” obiekty, ale rowniez inne zbiory.
Na przyktad X = { {a, b}, {c}, {d, e, f, g} }. Zbidr X ma trzy elementy, ktdre z kolei same
tez sq zbiorami. To, ze te ,,pomniejsze” zbiory tez maja swoje elementy, nie ma zadnego
wplywu na ilos¢ elementow X. X ma trzy elementy, poniewaz w jego ,,gtéwnych”
nawiasach klamrowych znajduja si¢ trzy obiekty oddzielone przecinkami.

Oczywiscie zbiory moga mie¢ elementy r6znego typu: zaréwno ,,zwykte” przedmioty, jak i
inne zbiory. Na przyktad: Y ={ {a, b}, c, d, {e, f, g, h} }; zbiér Y ma cztery elementy: c,
d, {a,b}i{e f, g, h}

Okreslajac elementy zbior6w trzeba bardzo uwaznie przyglada¢ sie nawiasom klamrowym.
Przyktadowo zupetnie rozne sa zbiory: A ={a, b, c} oraz E = { {a, b, ¢} }. Zbior A ma trzy
elementy, natomiast E jeden, sam bedacy zbiorem.

Trzeba réwniez koniecznie zdac sobie sprawe, ze rdzne od siebie sa nastepujace zbiory: F
= {a} oraz G = { {a} }. Wprawdzie obydwa maja po jednym elemencie, jednak elementem
F jest po prostu ,,zwykly” obiekt a, natomiast elementem zbioru G jest zbidr, ktdrego
elementem jest a.

5.2. STOSUNKI MIEDZY ZBIORAMI.

5.2.1. LYK TEORII.

Zbiory moga pozostawa¢ wzgledem siebie w réznych
- - zaleznosciach.
Q “ .

Identycznosé.

Mowimy, ze dwa zbiory sa sobie rowne lub ze sa
identyczne, gdy maja doktadnie te same elementy.

Y Identycznos¢ dwaoch zbioréw oznaczamy symbolem: =.
/\<\ Postugujac si¢ znanymi z rachunku zdan i predykatéw

symbolami, mozemy identycznosé¢ zbiorow zdefiniowac:
LYK TEO @1 A=B=Vx(xe A=x e B)

(To, ze A'i B sa réwne, oznacza, ze dla kazdego x to, ze x
nalezy do A jest rownowazne temu, ze X nalezy do B)

Przyktadowo identyczne sa zbiory A — zbidr liczb parzystych oraz B — zbior liczb
podzielnych przez 2. Rowne sa tez zbiory A={a, b, ¢, d} i B ={b, d, c, a}.
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Inkluzja (zawieranie si¢ zbiorow).

Mowimy, ze zbidr A zawiera si¢ w zbiorze B (A pozostaje w stosunku inkluzji do B), gdy
kazdy element A jest jednoczesnie elementem B (cho¢ niekoniecznie na odwrot). Inkluzje
oznaczamy symbolem: . Zawieranie si¢ zbiorow mozemy przedstawi¢ wzorem:

AcB =Vx(xeA—>xeB)

Inkluzja zachodzi na przyktad pomiedzy zbiorami: A= {a, b}, B={a, b, ¢, d} lub A -
zbidr krokodyli, B — zbior gadow.

Jesli zbidr A zawiera si¢ w zbiorze B, to mozemy tez powiedzie¢, ze A jest podzbiorem B.
Rozlacznosé.

Zbiory A i B sa roztaczne, gdy nie maja zadnego elementu wspolnego. Roztacznos¢
oznaczamy: )(. Symbolicznie:

A)B=VYVx(xeA—>x¢B) lub ~3Ix(x e ArX e B)

Przyktadowo, roztaczne sa zbiory A ={a, b, c} i B = {d, e} lub A — zbidr ssakow, B —
zbior ptazéw.

Krzyzowanie.

Zbiory sie¢ krzyzuja gdy maja one pewne elementy wspolne, ale oprocz nich w kazdym
zbiorze znajduja si¢ rowniez takie obiekty, ktorych nie ma w drugim. Krzyzowanie
zbioréw oznaczamy najczesciej przy pomocy dwdch zazebiajacych si¢ nawiasow, jednakze
z przyczyn technicznych (brak takiego symbolu w edytorze tekstu) bedziemy na
oznaczenie krzyzowania uzywali obecnie znaku: #. Symbolicznie krzyzowanie zbioréw
definiujemy:

A#B=3x(Xe AAxeB)Adx(Xe AAxgB)Aadx(X ¢ AAX e B)
Krzyzuja sie na przyktad zbiory: A ={a, b, ¢, d} i B ={a, b, €} lub A — zbiér ssakéw, B —

zbior drapieznikow (istnieja ssaki bedace drapieznikami, ale tez ssaki nie bedace
drapieznikami oraz drapiezniki nie bedace ssakami).

Odnosnie przedstawionych zaleznosci pomigdzy zbiorami dobrze jest zauwazy¢, ze
stosunki identycznosci, roztacznosci oraz krzyzowania sie zbioréw sa symetryczne.
Oznacza to, ze jesli taka zaleznos¢ zachodzi ,,w jedna strong”, to zachodzi rowniez ,,w
druga”. Jesli A = B, to rdwniez B = A, jesli A )( B, to rowniez B )( A, ajesli A# B, to
rowniez B # A. A zatem w przypadku tych stosunkdw nie jest istotna kolejnos¢, w jakiej
wypiszemy pozostajace w nich zbiory. Inaczej ma si¢ sytuacja w przypadku inkluzji. Tu
fakt, ze A < B, nie oznacza, ze B c A.

Zaleznosci migdzy zbiorami mozna przedstawi¢ graficznie:

A B B

Identycznosc (A = B) Inkluzja (A < B)
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Roztacznos¢ (A )( B) Krzyzowanie (A # B)

5.2.2. PRAKTYKA: OKRESLANIE ZALEZNOSCI MIEDZY
ZBIORAMI.

Zadania zwiazane ze stosunkami migdzy zbiorami polegaja zwykle na okresleniu
zaleznosci pomiedzy kilkoma podanymi zbiorami. Po nabraniu pewnej wprawy, zadania
tego typu sa bardzo tatwe i rozwiazywac je mozna ,,0d reki”, bez stosowania jakichkolwiek
systematycznych metod. Na poczatku mozna postuzy¢ sie metoda eliminacji, po kolei
sprawdzajac, czy zachodzi dany stosunek, zaczynajac od tych, ktore najtatwiej jest
stwierdzi¢ i ewentualnie odrzuci¢. Przyktadowa procedura moze wyglada¢ nastepujaco:

1. Najpierw sprawdzamy, czy zbiory maja te same elementy. Jesli tak, to znaczy, ze sa one
identyczne, jesli nie, szukamy dalej.

2. Sprawdzamy wtedy, czy badane zbiory maja cho¢ jeden wspdlny element. Jesli nie
maja, znaczy to, ze sa one roztaczne.

3. Jesli natomiast zbiory maja jakies wspolne elementy, to pytamy, czy moze jest tak, ze
kazdy element pierwszego jest elementem drugiego lub kazdy element drugiego
elementem pierwszego. Jesli tak jest, to znaczy to, ze jeden ze zbioréw zawiera si¢ drugim
(zachodzi inkluzja).

4. Jesli tak nie jest, to zbiory musza si¢ krzyzowac — jest to ostatnia mozliwos¢, ktéra nam
zostata. Dla sprawdzenia, mozemy zada¢ sobie pytanie, czy oprdcz elementow wspdlnych
dla obu zbiorow sa tez takie, ktore sa tylko w jednym i takie, ktore sa tylko w drugim. Jesli
nigdzie wczesniej nie popetnilismy btedu, to odpowiedz na to pytanie musi by¢ twierdzaca.

Przyklad:
Sprawdzimy, jakie zachodza stosunki migdzy nastepujacymi zbiorami:
A={4}, B={2,3}, C={1,2,3,4}, D={1,2,4}.

Zaczynamy od sprawdzenia, w jakich stosunkach do innych zbioréw pozostaje A. Zbiory
A i B nie maja zadnego wspolnego elementu, wigc sa one roztaczne. W przypadku A i C
zachodzi sytuacja przedstawiona w punkcie 3) — kazdy element A jest elementem C, a
wiec A zawiera sie w C. Z podobna sytuacja mamy do czynienia w przypadku zbiorow A i
D — A zawiera sie w D.

Nastepnie przechodzimy do zbadania, w jakich zaleznosciach do innych zbioréw pozostaje
B. Poniewaz stosunek pomigdzy B i A juz znamy, zaczynamy od B i C. Po odrzuceniu
dwaoch pierwszych mozliwosci widzimy, ze kazdy element B jest réwniez elementem C, a
zatem B zawiera si¢ w C. W przypadku zbioréw B i D widzimy, ze nie Sa one na pewno
identyczne ani roztaczne; nie jest tez tak, aby kazdy element jednego byt elementem
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drugiego. A zatem zbiory te musza si¢ krzyzowa¢. Faktycznie maja one element wspdlny —
2, ale jest tez taki element ktory jest tylko w B — 3 oraz elementy bedace tylkow D —1i 4.
Pozostato nam jeszcze okreslenie stosunku pomigdzy zbiorami C i D. Tutaj widzimy, ze
kazdy element D jest elementem C. A wigc zbiér D zawiera si¢ w C. Pamigtamy, ze w
przypadku inkluzji istotne jest, ktory zbior zawiera si¢ w ktorym, a wigc piszemy: D < C.
Ostateczne rozwiazanie zadania wyglada nastepujaco:

A)B,AcCAcD,BcC B#D,DcC

Przyklad:

Okreslimy stosunki pomiedzy nastepujacymi zbiorami:
A — zbidr studentow prawa,

B — zbidr studentdw,

C — zbior studentdéw dziennych,

D — zbidr studentéw matematyki.

W przypadku zbiorow A i B juz na pierwszy rzut oka wida¢, ze kazdy element A jest
elementem B (kazdy student prawa jest studentem), a wigc A zawiera si¢w B. W
odniesieniu do zbiorow A i C odrzucamy pierwsze trzy mozliwosci, co swiadczy, ze zbiory
te si¢ krzyzuja. Faktycznie maja one elementy wspoélne: dziennych studentdéw prawa, ale sa
tez obiekty bedace elementami tylko zbioru A (zaoczni studenci prawa) oraz bedace
elementami tylko C (studenci dzienni innego niz prawo kierunku — np. filozofii). W
przypadku zbioréw A oraz D z powodu braku danych empirycznych trudno da¢
jednoznaczna odpowiedz. Albo jest tak, ze zbiory te sa roztaczne (jesli zaden student
prawa nie studiuje jednoczesnie matematyki), albo tez, jesli znajdzie si¢ cho¢ jedna osoba
studiujaca oba te kierunki, zbiory te si¢ krzyzuja. Zauwazmy, ze jesli bedziemy
rozpatrywa¢ wszystkich studentéw na catym swiecie, to zapewne zbiory te sie krzyzuja,
jesli natomiast ograniczymy nasze rozwazania do jakiegos wybranego niewielkiego
uniwersytetu, to moga by¢ one roztaczne. Na pewno natomiast nie sa to zbiory identyczne,
ani tez jeden z nich nie zawiera si¢ w drugim.

Jesli chodzi o zbi6ér B i C oraz B i D, to w kazdym z tych przypadkdéw zachodzi inkluzja.
Pamigtamy jednak o wiasciwej kolejnosci: to C zawiera si¢ B (kazdy student dzienny jest
studentem) oraz D zawiera si¢ w B (kazdy student matematyki jest studentem) a nie na
odwro6t. W przypadku zbiorow C i D zachodzi krzyzowanie — istnieja dzienni studenci
matematyki, a takze dzienni studenci innych kierunkéw, oraz zaoczni studenci
matematyki.

Ostateczna odpowiedz, to zatem:
AcB A#C,A)DIubA#D,CcB,DcB,C#D.
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5.2.3. UTRUDNIENIA | PULAPKI.

Pomiedzy zbiorami moze zachodzi¢ jeszcze jeden stosunek, troche innego
typu niz omowione wyzej. Moze si¢ mianowicie zdarzy¢ tak, ze jeden
zbior sam jest elementem innego zbioru, czyli: A € B. Aby tak byto, zbior
B musi szczegblnym rodzajem zbioru — takim, ktérego elementy
(przynajmniej niektdre) sa zbiorami. Sytuacja taka zachodzi na przyktad w
stosunku do nastepujacych zbioréw: A — zbior kanarkéw, B — zbior, ktérego elementami sa
zbiory ptakdw poszczegdlnych gatunkdéw.

Bardzo istotne jest, aby nie myli¢ zawierania sie zbioréw, czyli
zaleznosci A ¢ B oraz bycia elementem (nalezenia), czyli

A e B. Pierwsza zalezno$¢, inkluzja (<), oznacza, ze kazdy
element zbioru A jest rowniez elementem zbioru B. Nalezenie
(€) natomiast, oznacza, ze sam zbior A, jako catos¢, jest
elementem zbioru B. W przypadku przedstawionych wyzej
zbioréw A nie zawiera si¢ w B, bo nie jest tak, aby kazdy
kanarek (elementy A) byt jednoczesnie zbiorem ptakow
jakiegos gatunku (elementy B). Natomiast A jako catos¢ (czyli
zbior kanarkéw), jest jednym z elementéw B.

Stosunek nalezenia (jesli zachodzi), jest zaleznoscia, ktéra ZB15e KANARKOW
wystepuje niejako obok ,,zwyktych”, omawianych wyzej relacji

migdzy zbiorami. Znaczy to, ze pewien zbior A nalezac do zbioru B (b¢dac elementem B)

moze jednoczesnie by¢ z nim roztaczny, zawiera¢ sie w nim lub krzyzowac.

Przyklad:

Zobaczmy w jakich stosunkach pozostaja do siebie zbiory:
A ={a, b},

B={{a b} {c de}},
C={a b,c,d e}

D={a b, {a b}}
E={a d e {a b}}

Zbiory A i B nie maja wspolnych elementow, poniewaz elementami A sa ,,zwykte” obiekty
a oraz b, natomiast elementami B sa zbiory. Tak wigc A i B sa roztaczne. Jednoczesnie
jednak zbidér A sam jest jednym z elementdw zbioru B. W przypadku A oraz C sprawa jest
oczywista: kazdy element A jest elementem C, a zatem A zawiera si¢ w C. Poréwnujac A
oraz D widzimy, ze kazdy element A jest elementem D. D ma jednak réwniez trzeci
element bedacy zbiorem; a ten zbidr, to nic innego, jak A. A zatem A zawierasiew D i
jednoczesnie nalezy do D. Jesli chodzi o zbiory A'i E, to maja one jeden element wspolny
(a), ale tez kazdy z nich ma tez takie elementy, ktorych nie ma w drugim (b w zbiorze A
oraz d, e i {a, b} w zbiorze E. Tak wigc zbiory te si¢ krzyzuja. Rbwnoczesnie jednak A
sam jest jednym z elementéw E.
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Poréwnujac B oraz C juz na pierwszy rzut oka widzimy, ze nie moga mie¢ one zadnego
wspolnego elementu, poniewaz elementami B sa zbiory, natomiast elementami C ,,zwykle”
obiekty. Tak wigc B i C sa roztaczne. Zbiory B i D maja jeden wspdlny element: zbiér {a,
b}. Jednoczesnie w B jest element, ktorego nie ma D — zbior {c, d, e}, natomiast w D
elementy, ktorych nie maw B —a, b. Zbiory B i D si¢ zatem krzyzuja. Analogiczna
sytuacja zachodzi w przypadku B i E.

Nie powinno nikomu sprawi¢ trudnosci zauwazenie, ze krzyzuja si¢ rowniez zbiory C i D,
CiEorazDiE.

Ostateczne rozwiazanie, to zatem:
A)BiAeB AcC AcDiAeD A#EiIA€E,
B)(C,B#D,B#E,

C#D,C#E,

D#E.

Zadanie:

Okreslimy zaleznosci pomigdzy nastepujacymi zbiorami.
A — zbiér studentow, ktorzy zdali logike na 5,

B — zbidr studentow, ktorzy zdali logike na 3,

C — zbiér studentéw leniwych,

D — zbiér, ktdrego elementami sa zbiory studentdw, ktorzy zdali logike na taka sama
oceng.

Zbiory A'i B sa roztaczne (oczywiscie przy zatozeniu, ze nikt nie zdawat logiki
dwukrotnie, na przyktad ,,za kolege™). A i C si¢ krzyzuja: na pewno sa studenci, ktérzy
zdali logike na 5, bedac jednoczesnie leniwymi, ale tez sa tacy, ktérzy otrzymali 5 i sa
pracowici, a takze i tacy, ktorzy sa leniwi i nie dostali 5. Zbiory A i D nie moga mie¢
zadnego wspdlnego elementu z tej prostej przyczyny, ze elementami A sa ,,zwyKli”
studenci, natomiast elementami D zbiory studentow; A i D maja wiec elementy réznych
typdw. Oprocz tego, ze sa to zbiory roztaczne, zachodzi jednak migdzy nimi jeszcze jeden
stosunek: zbior A sam jest jednym z elementow zbioru D. Gdybysmy bowiem wypisali
sobie elementy zbioru D, to bytyby to: zbior studentdéw, ktdérzy zdali logike na 5, zbidr
studentow, ktdrzy zdali logike na 4, zbior studentow, ktérzy zdali logike na 3 i zbior
studentow, ktorzy zdali logike na 2. Zbior A zatem nalezy do D.

Zbiory B i C si¢ krzyzuja, podobnie jak A i C. Natomiast w przypadku B i C, analogicznie
jak w A'i D, zachodza dwa stosunki: roztacznosci i nalezenia.

W przypadku C i D mamy do czynienia tylko z roztacznoscia. Zbiory te nie maja
wspdblnych elementéw, gdyz elementami pierwszego sa studenci, a drugiego zbiory.
Jednoczesnie jednak C sam nie jest jednym z elementéw D.

Ostateczne rozwiazanie:
A)B,A#C,A)(DiA e D,
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B#C,B)(DiB e D,
C)(D.

5.3. DZIALANIA NA ZBIORACH.

5.3.1. LYK TEORII.

Na zbiorach mozna wykonywac rozne dziatania, w wyniku
ktorych powstaja nowe zbiory.

Q ¢ Ponizej omowimy najwazniejsze z nich.
Suma.
—__ Suma zbioréw A i B, to zbior powstaty ze wszystkich

elementéw A i B. Obrazowo tworzenie sumy zbiorow
mozemy sobie wyobrazi¢, jako wsypywanie elementéw
LYK TEO @) dodawanych zbioréw do jednego duzego worka, ktory
reprezentuje ich sume. Przyktadowo suma zbioréw
mezczyzn i zbioru kobiet jest zbidr wszystkich ludzi. Sume zbioréw oznaczamy symbolem
U.

Warto zauwazy¢, ze gdy jeden zbidr zawiera si¢ w drugim, to ich suma jest zbior
wigkszy”.

lloczyn.

lloczyn zbioréw A i B to po prostu czes¢ wspdlna tych zbiordw; zbiér utworzony z tych
elementow, ktdre naleza jednoczesnie do A i B. Przyktadowo, iloczynem zbioru kobiet
oraz 0s6b palacych jest zbi6r palacych kobiet.

lloczyn zbioréw nazywany bywa rowniez ich
przekrojem. Oznaczamy go symbolem .

Warto zapamietac, ze gdy jeden zbidr zawiera
si¢ w drugim, to ich iloczynem jest zbior
»mniejszy”. Jesli natomiast zbiory sa
roztaczne, to ich iloczynem jest zbidr pusty.

Roznica.

Rdznica zbiorow A i B to zbior utworzony z

elementow, ktdre naleza do A i jednoczesnie ZBISR PALACYCH  WOBET
nie naleza do B. Obrazowo tworzenie roznicy

zbioréw A i B mozemy sobie wyobrazi¢ jako wykreslanie ze zbioru A elementow, ktore sa
rowniez w B; to co pozostanie, to wiasnie roznica A i B. Przyktadowo rdznica zbioru
mezczyzn oraz 0sob palacy jest zbior niepalacych mezczyzn. R6znicg oznaczamy
symbolem kreski poziomej lub skosnej, czyli: — lub /.

182



Warto zapamigtac, ze jesli od dowolnego zbioru A odejmujemy jakis zbior z A roztaczny,
to A pozostaje ,,nienaruszony”; wynikiem takiego dziatania jest A.

Dopetnienie.

Dopetnienie, to dziatanie troche inne od dotychczas omawianych. Dotyczy ono bowiem
nie dwaoch zbiorow, ale tylko jednego. Dopetnienie pewnego zbioru A to zbior tych
obiektdw, ktdre nie naleza do A. Dopetnienie wykonujemy zawsze w odniesieniu do tak
zwanego uniwersum, czyli dziedziny, w ktorej si¢ poruszamy. Przyktadowo, jesli
uniwersum stanowi zbior ludzi, to dopetnieniem zbioru ludzi palacych jest zbior ludzi
niepalacych (a nie zbior wszystkich istot i przedmiotdéw niepalacych). Dopetnienie
oznaczamy symbolem ,,prim”

Warto zapamietac, ze dopetnieniem uniwersum jest zawsze zbior pusty, a dopetnieniem
zbioru pustego uniwersum: U’ = &, &” = U.

Ponadto suma dowolnego zbioru oraz jego dopetnienia da nam zawsze uniwersum (A U A’
= U), natomiast iloczyn dowolnego zbioru i jego dopetnienia to zawsze zbior pusty (A N
A’ = D).

5.3.2. PRAKTYKA: WYKONYWANIE DZIALAN NA ZBIORACH.
Obecnie wykonamy kilka przyktadowych dziatan na podanych zbiorach.

Przyklad:

Przyjmiemy uniwersum U = {1, 2, 3, 4, 5}, oraz nastgpujace zbiory:
A={4}, B={2,3}, C={1,2,3,4}, D={1,2,4}.

Na zbiorach tych wykonamy kilka dziatan.

ayBuD

Suma dwdch zbioréw powstaje przez potaczenie ich elementéw w jednym zbiorze. Jesli

jakis element wystepuje w obu zbiorach, to wypisujemy go tylko raz, awiec B u D = {1, 2, 3,

b)DNB

lloczyn zbioréw to ich czes¢ wspodlna. Zbiory D i B maja tylko jeden wspolny element —

2. Awigc, DB ={2}.

c)D’

Dopetnienie zbioru to zbidr ztozony z tych elementéw uniwersum, ktére nie naleza do

rozpatrywanego zbioru. A zatem: D’= {3, 5}.

dC-B

Roznica C i B to zbior z tych elementow C, ktérych nie ma w B. Warunek ten spetniaja: 1

i4. Azatem: C-B={1, 4}.
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e)B-C

Réznice B i C tworzymy biorac zbiér B i ,wykreslajac” z niego te elementy, ktére
znajdziemy réwniez w C. Okazuje sig, ze postepujac w ten sposéb, pozbywamy sie
wszystkich elementow. Czyli: B-C = &.

Zauwazmy, ze wynik réznicy (podobnie jak odejmowania liczb) zalezy od kolejnosci
zbioréw; B — C, to co innego niz C - B.

B -A

W powyzszym przyktadzie mamy dwa dziatania. Najpierw musimy wykona¢ B’, a potem
od tego odja¢ zbiér A. Dopetnienie B to zbidr: {1, 4, 5}. Gdy odejmiemy od niego A, czyli
{4}, zostanie zbior ztozony z 11 5. A zatem: B’ — A ={1, 5}.

gCnD’

Dopetnienie zbioru D, to {3, 5}. Z elementdw tych jedynie 3 jest elementem C, a wigc:
Cn D’ ={3}.

hyD- (AN C)

W tym przypadku musimy najpierw wykona¢ dziatanie w nawiasie. lloczyn A i C to zbior
{4}. A wigc ostatecznie wykonujemy dziatanie: D — {4}. Tak wigc D - (AN C) = {1, 2}

i)D-(CuB)

Suma C i B, ktdre to dziatanie musimy wykona¢ najpierw, to zbior: {1, 2, 3, 4}. Gdy
odejmiemy go od zbioru D, otrzymamy zbi6r pusty. Zatem: D - (C U B)=J

Przyklad:

Przyjmujac uniwersum U — zbior wszystkich kwiatdéw, oraz zbiory:
A — zbidr tulipandw,

B — zbior roz,

C — zbior kwiatow czerwonych,

D — zbior biatych réz,
wykonamy na tych zbiorach kilka dziatan.

ayBnC

Czes¢ wspolna zbioréw roz oraz kwiatow czerwonych to niewatpliwie zbidr czerwonych
roz.

b)BuD
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Do B, czyli zbioru r6z, dodajemy zbior biatych réz, a wigc zbior w nim juz zawarty. W
takim przypadku wynikiem dziatania jest B — zbior réz.

c)A'NnC

Dopetnienie A to zbiér kwiatow nie bedacych tulipanami. Czes¢ wspoblna tego zbioru ze
zbiorem kwiatdéw czerwonych to, mowiac najkrocej, czerwone nie-tulipany.

dA-C

Dopetnienie C to zbior kwiatow we wszystkich innych kolorach, oprocz czerwonego. Jesli
od zbioru tulipanéw, takie nie-czerwone kwiaty odejmiemy, pozostana nam jedynie czerwone
tulipany.

e)B-A

B’ to zbior wszystkich kwiatéw nie bedacych r6zami. Od takiego zbioru odejmujemy
jeszcze zbi6r tulipandéw. Zostaje nam wigc zbidr wszystkich kwiatdw za wyjatkiem réz i
tulipanow.

fyD-B’

Od zbioru biatych réz odejmujemy zbior kwiatéw nie bedacych rézami. Obrazowo rzecz
ujmujac, od zbioru D prébujemy odja¢ co$, czego w nim nie ma. W takim przypadku D
pozostaje ,,nienaruszony”. Wynikiem dziatania jest wiec zbidr biatych roz.

gBuUC

Do zbioru réz dodajemy wszelkie czerwone kwiaty. Otrzymujemy wiec zbior sktadajacy
sie¢ ze wszystkich roz (bez wzgledu na kolor) oraz pozostatych kwiatéw bedacych jednak
tylko czerwonymi.

hy(AuB)-C

Suma w nawiasie, to zbiér ztozony z r6z i tulipandw. Jesli od takiego zbioru odejmiemy
kwiaty czerwone, otrzymamy zbior rdz i tulipandéw w innych niz czerwonym Kkolorze.

i)(B-D)UA

Wynikiem dziatania w nawiasie jest zbior roz, ktore nie sa biate. Jesli dodamy do niego
zbior A, otrzymamy zbior sktadajacy si¢ z takich nie-biatych roz oraz (wszystkich) tulipanow.

N({D-B)nC

Gdy od zbioru biatych réz odejmiemy rdze, pozostanie nam zbior pusty. lloczyn (czyli
cze$¢ wspdlna) zbioru pustego z dowolnym zbiorem, to tez zbidr pusty, a zatem wynikiem
catego dziatania jest &.

k)Du D’
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Do biatych r6z musimy doda¢ pozostate kwiaty. Suma jakiegokolwiek zbioru i jego
dopetnienia to zawsze cate uniwersum, a wiec, w tym wypadku, zbiér wszystkich kwiatow.

5.4. PRAWA RACHUNKU ZBIOROW TYPU
BEZZALOZENIOWEGO.

54.1. LYK TEORII.

Badajac teori¢ zbiorow odnalez¢ mozemy wyrazenia bedace
zawsze prawdziwymi, niezaleznie od tego, do jakich zbioréw
si¢ one odnosza. Przyktadem takich wyrazen moga by¢
wzory: (AuB)=(BuUA), AnB)cAczytez(AcBAB
c C) —» A c C. Takie zawsze prawdziwe wyrazenia
nazywamy prawami rachunku zbioréw. Pierwsze dwa z
powyzszych wzoréw maja posta¢ rownosci oraz inkluzji
pewnych zbiorow; stwierdzaja one bezwarunkowe
zachodzenie pewnego zwiazku. Trzeci z przestawionych
wzoréw ma posta¢ implikacji; mowi on, ze pewna zaleznos¢
zachodzi, jesli zachodzi inna. Tego typu, zatozeniowymi
prawami, zajmiemy sie w kolejnym paragrafie. Obecnie
natomiast oméwimy wyrazenia majace posta¢ rownosci badz inkluzji zbiorow.

LYK TEO @)\

Do wykrywania omawianych, bezzatozeniowych, praw rachunku zbioréw postuzyc¢ sie
mozemy metoda wykorzystujaca klasyczny rachunek zdan i pojecie tautologii. W miare
dobra znajomos¢ KRZ jest wiec konieczna do dalszych rozwazan.

Poniewaz wyrazenia, ktdre bedziemy badali, maja posta¢ rownosci badz zawierania si¢
zbioréw, rozpoczniemy od uswiadomienia sobie, co doktadnie oznaczaja te dwie
zaleznosci. Fakt, ze jeden zbidr zawiera sie w drugim, przedstawi¢ mozemy przy pomocy
stwierdzenia, ze jesli jakis obiekt jest elementem zbioru A, to réwniez jest on elementem B
(dla dowolnego obiektu x, jesli x nalezy do A, to x nalezy do B). Mozna zapisa¢ to
wzorem:

1)AcB = Vx(xe A>x e B)

To, ze dwa zbiory sa réwne, oznacza, ze jesli dowolny obiekt jest elementem A, to jest on
rowniez elementem B, a jesli jest elementem B, to jest tez elementem B. Innymi stowy, to,
ze dowolny x nalezy do A, jest rownowazne temu, ze nalezy on do B. Formalnie:

2)A=B = Vx(xe A=x e B)

W naszych prawach, ktore bedziemy badali, wystepuja rowniez pojecia iloczynu, sumy,
roznicy i dopetnienia zbioréw. Dlatego tez powinnismy zdan sobie sprawe, co oznacza
fakt, ze jakis obiekt nalezy do iloczynu, sumy lub r6znicy dwdch zbiorow, czy tez
dopetnienia jakiegos zbioru.

To, ze pewien obiekt x jest elementem iloczynu (czyli czgsci wspdlnej) zbiorow A i B
oznacza, ze nalezy on zarowno do A jak i do B. Symbolicznie:

3)xe (ANnB) = (xe AAXxeB)
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Fakt, ze jakis obiekt x nalezy do sumy zbioréw A i B, oznacza, ze nalezy on do A lub tez
nalezy do B. Formalnie:

4)xe (AuB) = (xe AvxeB)

To, ze pewien x nalezy do réznicy zbiorow A i B oznacza, ze nalezy on do zbioru A i
jednoczesnie nie jest prawda, ze nalezy do B. Symbolicznie:

5 xe (A-B) = (xe Ar~(x e B))

Nalezenie jakiegokolwiek obiektu x do dopetnienia pewnego zbioru A oznacza po prostu,
7e nie jest prawda, iz 6w X nalezy do A:

B)Xe A=~ (X e A)

Znajomos¢ powyzszych wzoréw 1) — 6) bedzie konieczna, aby moc sprawdzi¢, czy jakies
wyrazenie jest prawem rachunku zbioréw.

5.4.2. PRAKTYKA: WYKRYWANIE PRAW RACHUNKU ZBIOROW
PRZY POMOCY RACHUNKU ZDAN.

Wykrycie, czy dane wyrazenie, majace posta¢ rownosci badz inkluzji zbioréw, jest ogdlnie
obowiazujacym prawem, bedzie polegato na przeksztatceniu formuty rachunku zbioréw na
formute rachunku zdan, a nastepnie sprawdzeniu, czy otrzymany schemat jest tautologia.
Jesli otrzymana formuta okaze sie tautologia, bedzie to oznaczato, ze wyjsciowy wzor jest
prawem rachunku zbioréw; jesli formuta nie bedzie tautologia, to znak, ze badane
wyrazenie nie jest takim prawem.

Przeksztatcanie formuty rachunku zbioréw na rachunek zdan polega¢ bedzie na
systematycznym stosowaniu poznanych wyzej wzoréw, az otrzymamy wyrazenie, w
ktorym nie bedzie symboli oznaczajacych inkluzje, rownos¢, sume, iloczyn, réznice i
dopetnienie zbioréw, zamiast ktorych pojawia si¢ symbole rachunku zdan (implikacja,
rownowaznos¢, alternatywa, koniunkcja, negacja). Przeksztatcenia takie bedziemy
wykonywali krok po kroku. W pierwszym ruchu bedziemy zawsze stosowali wzor 1) lub
2), aby zamieni¢ inkluzje badz réwnosé¢ zbioréw na implikacje lub rownowaznos¢.
Nastepnie, w zaleznosci od potrzeb, bedziemy korzystali ze wzoréw 3) — 6).

Przyklad:
Sprawdzimy, czy prawem rachunku zbioréw jest wyrazenie:
(A-B)c(AUB)

Poniewaz cate wyrazenie ma postac inkluzji, rozpoczniemy od zastosowania wzoru 1),
dzieki ktéremu otrzymamy:

VX [x e (A-B)—>x e (AuB)]

Kwantyfikator na poczatku formuty, informujacy nas, ze implikacja powinna zachodzi¢ dla
kazdego obiektu x, mozemy w nastgpnych krokach pomija¢. Skoro bowiem implikacja ma
by¢ prawdziwa dla kazdego (dowolnego) x, to w tym réwniez dla naszego konkretnego
obiektu x, ktory sobie wybralismy. A zatem mozemy zapisac:

xe(A-B)—>xe(AuB)

187



Teraz mozemy przystapi¢ do kolejnych przeksztatcen. Poprzednik implikacji stwierdza, ze
nasz obiekt x nalezy do réznicy zbioréw A i B; musimy tam zatem zastosowa¢ wzor 5). W
odniesieniu do nastgpnika powinnismy natomiast skorzysta¢ ze wzoru 4). Otrzymamy
wtedy:

xeAr~(xeB)>(xeAvxeB)

Uwaga na btedy!

Dokonujac przeksztatcen nalezy bardzo uwazac, aby nie zmieni¢ struktury
nawiaséw. Jezeli wzor méwi, ze nasz x nalezy do pewnej catosci umieszczonej w
nawiasie, to po wykonaniu przeksztatcenia nawias ten musi pozosta¢. Mozna
obrazowo powiedzie¢, ze x ,wchodzi w gtgb” nawiasu, nie naruszajgc go jednak.

Po przeksztatceniu symboli zwiazanych ze zbiorami (poza <) na symbole rachunku zdan
mozemy nasza formute zmieni¢ catkowicie na schemat KRZ, podstawiajac na przyktad za
wyrazenie X € A zmienna p, natomiast za x € B zmienna g. Otrzymamy wtedy:

(PA~a)—>(pva)
Teraz pozostaje nam sprawdzenie, czy otrzymana formuta jest tautologia. Uczynienie tego
skrocona metoda zero-jedynkowa nie powinno sprawi¢ nikomu najmniejszych trudnosci.

(PAr~q)—>(pPva)
1110 0 100

Otrzymana sprzecznos¢ (ktéra mogta komus rowniez wyjs¢ w poprzedniku implikacji)
wskazuje, ze formuta KRZ nie moze by¢ falszywa, a zatem jest ona tautologia. Na tej
podstawie mozemy stwierdzi¢, ze badane przez nas wyrazenie jest prawem rachunku
zbiorow.

Przyklad:

Sprawdzimy, czy prawem rachunku zbiorow jest wyrazenie:
(A’nB)=(AuBY)

W pierwszym kroku musimy zastosowac¢ wzor 2) i pozby¢ sie znaku réwnosci:
VX[xe (A°nB)=xe (AuB)]

Po opuszczeniu kwantyfikatora otrzymujemy:

xe (A’nB)=xe (AuB)

Teraz mozemy przystapic¢ do dalszych przeksztatcen. W kazdym nawiasie mamy jednak
dwa rézne dziatania: iloczyn i dopetnienie w pierwszym oraz sume i dopetnienie w
drugim. Dokonujac przeksztatcen, zajmujemy si¢ zawsze najpierw dziataniem w danym
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momencie gtdwnym, ,,najszerszym” w danej formule. W pierwszym cztonie
rownowaznosci dziataniem takim jest iloczyn; nasz x nalezy tam do iloczynu A’ oraz B’.
W zwiazku z tym najpierw zastosujemy tam wzor 3). Natomiast w drugim cztonie
rownowaznosci gtdwnym dziataniem jest dopetnienie; x nalezy do dopetnienia sumy A
oraz B. Dlatego tez w pierwszej kolejnosci zastosujemy tam wzor 6); skoro x nalezy do
dopetnienia sumy A i B, to znaczy, iz nie jest prawda, ze nalezy on do tej sumy.
Dokonujac przeksztatcen pamigtamy o zachowaniu struktury nawiasow. Otrzymujemy:

xeA AxeB)=(~(xe(AuB))

Uwaga na btedy!

W omawianym przyktadzie szczegélnie istotne jest wtasciwe umieszczenie
nawiasow z prawej strony rownowaznosci. Musimy tam doda¢ jeden (wynikajacy
Ze wzoru 6)) nawias, ktory wskazuje ze cate wyrazenie: x € (A U B) jest
nieprawdziwe. Btedne bytoby dodanie samej negaciji, bez nawiasu, czyli: ~x € (AU
B)

Teraz mozemy dokona¢ dalszych przeksztatcen. Z lewej strony musimy zastosowaé
(dwukrotnie) wzér 6), natomiast z prawej wzér 4). Otrzymamy wtedy:

~xeAA~XxeB)=(~(xeAvxeB))

% Uwaga na btedy!

Jesli w pewnym miejscu mamy znak negacji przed
nawiasem (tak jak w prawej czesci naszej rownowaznosci) to negacje takg
zostawiamy w tym miejscu. Nie wolno jej pod zadnym pozorem ,wciskac¢” do
srodka nawiasu lub robi¢ z niej dwdch negacji. Btedne bytyby nastepujace
przeksztatcenia prawej strony naszej formuty: (~x e AvxeB)lub (~xe Av ~X
€ B).

Doswiadczenie wskazuje, ze takie btedy sg bardzo czesto popetniane przez
studentéw, dlatego warto dobrze sobie zapamigeta¢ powyzszg uwage.

W tym momencie mozemy ostatecznie przeksztatci¢ nasza formute na wyrazenie rachunku
zdan podstawiajac p za X € A oraz  za X € B. Otrzymamy wzor:

~pAr~Q)=~(pva)

Latwo sprawdzi¢, ze powyzsza formuta jest tautologia (pamigtamy, ze w przypadku
rownowaznosci musimy rozpatrzy¢ dwie mozliwosci):
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10110 00010

(~pAr~Q)=~(pVvQ)
1001001000

Poniewaz otrzymana formuta jest tautologia, badane wyrazenie jest prawem rachunku
zbiorow.

Przyklad:

Sprawdzimy, czy prawem rachunku zbioréw jest wyrazenie:

[(AnB)-Clc[(A-B)n(B-C)]

Po zastosowaniu wzoru 1) i opuszczeniu kwantyfikatora otrzymujemy:

xe[([AnB)-C]>xe[(A-B)n (B-C)]

W poprzedniku implikacji gtéwnym dziataniem jest odejmowanie, dlatego najpierw
musimy zastosowa¢ tam wzor 5). W nastepniku gtéwne dziatanie, to iloczyn, wiec
wykorzystujemy wzor 3). Otrzymujemy:

[Xe ANB)A~(xeC)]—>[xe(A-B)axe (B-C)]

Teraz w poprzedniku implikacji musimy jeszcze skorzysta¢ ze wzoru 3), a w nastepniku,
dwukrotnie, ze wzoru 5):

[xe AAxeB)A~(xeC)]>[xe Ar~(xXeB)AXxeBa~(xe Q)

Po podstawieniu zmiennej p za X € A, qzaXx € B oraz r za x € C otrzymamy:

[Pra)A~TI>[(PA~a)A(@A~T)]

Po sprawdzeniu formuty skrécona metoda zero-jedynkowa okazuje si¢, ze moze ona sta¢

si¢ schematem zdania fatszywego, a wigc nie jest ona tautologia:

[(PADA~TT>[(PA~a) A(@A~T)]
1111100 100101110

Skoro otrzymana formuta nie jest tautologia, to badane wyrazenie nie jest prawem

rachunku zbiorow.
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5.5 ZALOZENIOWE PRAWA RACHUNKU ZBIOROW.

5.5.1. LYK TEORII.

- Przedstawiona w poprzednim paragrafie metoda nie

‘Z‘ ] nadaje sie¢ do sprawdzania wszystkich praw rachunku

- zbiorow. W przypadku praw majacych posta¢ implikacji,

stwierdzajacych, ze jesli maja miejsce pewne zaleznosci, to

< wystepuje réwniez inna zaleznos¢, bedziemy postugiwac sie,

znanymi juz z rozdziatu o sylogizmach, diagramami Venna.

BYK TRO RN Osoby, ktore przy okazji przerabiania sylogistyki opanowaty

postugiwanie si¢ diagramami, nie powinny mie¢ zadnych trudnosci ze zrozumieniem dalszego

ciagu tego rozdziatu, a wiele zawartych tu informacji i szczegétowych komentarzy wyda im

si¢ zbednymi. Poniewaz jednak zapewne nie wszyscy czytelnicy obecnego rozdziatu

przerabiali wczesniej teorie sylogizmdw, niektore wiadomosci odnosnie diagraméw Venna
beda sie¢ musiaty powtarzac.

Diagramy Venna przybieraja ksztatt kot symbolizujacych zbiory, w ktore to kota
wpisujemy znak ,,+”, gdy wiemy, ze w danym obszarze na pewno znajduje si¢ jaki$ element
lub ,,—”, gdy mamy pewnos¢, ze nic tam nie ma. Wypetniajac diagramy musimy pamieta¢, ze
wpisujemy znaki ,,+” lub ,,—" jedynie tam, gdzie wiemy, ze na pewno cos jest lub na pewno
nic nie ma. Jesli w stosunku do jakiegos obszaru nie mamy zadnych informacji, zostawiamy
go pustym.

Ponizej przedstawimy sposoby zaznaczania na diagramach przyktadowych zaleznosci
mogacych wystepowa¢ w prawach rachunku zbioréw. Najpierw bedziemy nanosi¢ je na
diagramy reprezentujace dwa zbiory, a nastepnie rozszerzymy nasze rozwazania na diagramy
sktadajace sie z trzech kot.

A)(B

Aby zaznaczyc¢, ze zbiory A i B sa roztaczne wpisujemy znak ,,—” w obszar reprezentujacy
czes$¢ wspolna tych zbiorow. W czesci ,,boczne” nie wolno nam jednak wpisac ,,+”, bo nie
mamy pewnosci, czy A lub B nie sa przypadkiem zbiorami pustymi. Jedyne, co wiemy na

pewno, to to, ze, skoro A i B maja by¢ roztaczne, to nie ma nic w ich czesci wspolnej.
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A)(B

)

~(A)(B)IbANB%Q

Fakt, ze zbiory A i B nie sa roztaczne lub, ujmujac rzecz inaczej, ich iloczyn nie jest
zbiorem pustym, oznaczamy wpisujac znak ,,+” w czes¢ wspolna tych zbiorow.

A B

~(A)(B)
ANnBz=d

-

A-BzJ

Fakt, ze réznica zbiorow A i B nie jest zbiorem pustym, zaznaczamy wpisujac ,,+” w czes$¢
diagramu reprezentujaca zbiér A — B, a wiec obszar A lezacy poza B.

A B

A-B=UJ

-

AcB

Fakt, ze zbior A zawiera si¢ w B zaznaczamy, wpisujac ,,—” w obszar A znajdujacy sie
poza B. Skoro bowiem A ma si¢ zawiera¢ w B, to zadna cze¢s¢ A nie moze ,,wystawacé”
poza B. W cze$¢ wsp6lna, wbrew pozorom, nie mozemy wpisa¢ ,,+”, gdyz nie mozna
wykluczyc¢, ze A jest zbiorem pustym. Jedyne, co wiemy na pewno, to fakt, ze nic nie ma
w czesci A lezacej poza B.
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Jesli zbior A zawiera si¢ w dopetnieniu B, to znaczy to, ze caty A znajduje si¢ poza B, a
wigec, ze zadna czes¢ A nie moze znajdowac sie w B. Oznacza to nic innego, jak
roztacznosé tych zbiorow.

A B

% Uwaga na btedy!

Najczesciej popetnianie btedy przy wypetnianiu diagramoéw Venna polegajg na
wpisywaniu znakow ,+” tam, gdzie nie mozemy ich wpisa¢ z uwagi na to, ze nie
mozna wykluczyé¢, iz rozpatrywany zbior jest pusty. Dobrze zatem zapamietac, ze
zaznaczajac inkluzje oraz roztacznosé zbiordéw nigdy nie wpisujemy zadnych
pluséw. Stosunki te oddajmy jedynie przy pomocy minusow.

A#B

To, ze zbiory si¢ Krzyzuja, 0znacza, ze na pewno cos znajduje si¢ w ich czesci wspdlnej, a
takze na pewno jest cos w czesci A lezacej poza B oraz czesci B lezacej poza A.

A B

A#B

Teraz kilka przyktadowych zaleznosci migdzy zbiorami przedstawimy na diagramach
reprezentujacych trzy zbiory.

AcB

Jesli zbior A zawiera sie w B, oznacza to, ze A ,,nie wystaje” poza B. Pusta musi by¢
zatem cze$¢ A lezaca poza B. Obszar ten skiada sie teraz jednak z dwdch kawatkow.
Poniewaz ma on by¢ caty pusty, musimy postawi¢ ,,—" w kazdej jego czesci.
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AnB=Yd

Czes$¢ wspolna dopetnienia zbioru A oraz zbioru B, to ten obszar B, ktory znajduje si¢
poza A — prawy potksiezyc zbioru B. Musimy przedstawi¢ fakt, ze czesé ta nie jest pusta.
Poniewaz obszar ten sklada si¢ z dwoch czesci, ktos mogtby pomysle¢, ze w obie te czesci
musimy wpisa¢ znak ,,+”. Tak jednak nie jest. Juz jeden ,,+” w ktdrymkolwiek, dolnym lub
gornym kawatku rozwazanego potksiezyca, sprawi, ze iloczyn A’ oraz B nie bedzie pusty.
W zwiazku z powyzszym, nie mamy pewnosci, gdzie znak plusa postawié¢. Niepewnos¢ te
wyrazimy dodajac znak zapytania przy kazdym z plusow. Pytajniki te beda oznaczad, iz
wiemy, ze w ktéryms z rozwazanych obszaréw (a by¢ moze i w obydwu), co$ sie znajduje,
jednak catkiem mozliwe jest rowniez, ze jeden z nich jest pusty.

A B

A

' N AB2o
&

C

Uwaga na marginesie.

W praktyce, gdy bedziemy wykorzystywali diagramy do rozwiazywania zadan, czgsto bedzie si¢ zdarzac, ze
dysponujac innymi informacjami, bedziemy wiedzieli, ktory z ,,watpliwych” pluséw na pewno nie moze
wystapi¢ w danym miejscu. Wtedy drugi plus bedziemy wpisywali ,,na pewno”, bez zadnego znaku
zapytania. Dopdki jednak nie mozemy zadnego z pluséw wykluczy¢, pytajniki musza pozostac.
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DO ZAPAMIETANIA:

Minusy sa zawsze ,,pewne”. Wynika to z tego, ze jesli pusty jest jakis
obszar sktadajacy si¢ z kilku czesci, to oczywiscie pusta musi by¢ kazda z
tych czesci; w kazda z nich mozemy zatem wpisa¢ minus.

Jesli natomiast wiemy tylko, ze w jakims obszarze sktadajacym sig z kilku
czesci cos si¢ znajduje, to wcale nie daje nam to pewnosci, w ktorej z tych
czesci postawic plus. Jakis element znajdowac si¢ moze w dowolnej z nich.

Sytuacje t¢ mozna przedstawi¢ bardziej obrazowo. Jesli wiemy, ze w mieszkaniu
sktadajacym si¢ z kilku pomieszczen nie ma nikogo, to wiemy, ze na pewno pusty jest
pokoj, kuchnia, tazienka itd. Jesli natomiast dowiadujemy si¢, ze w mieszkaniu tym ktos
jest, to informacja ta nie daje nam pewnosci, w ktorym pomieszczeniu osoba ta sie
znajduje. By¢ moze pusta jest kuchnia i tazienka, a cztowiek, o ktérym mowa, jest w
pokoju, ale moze tez by¢ zupetnie inaczej.

AuBcC

To, ze suma zbioréw A i B zawiera si¢ w dopetnieniu C, oznacza, iz suma A i B znajduje
si¢ poza C, a zatem zadna cze¢sc¢ tej sumy nie moze znajdowac si¢ w C. Musimy wigc
wpisa¢ minusy we wszystkich czesciach zbiorow A oraz B lezacych jednoczesnie w C.

A B

AuBcC’

AnNnBcC

To, ze iloczyn A i B zawiera si¢ w C, 0znacza, ze zadna czes¢ tego iloczynu (czyli czesci
wspdlnej A i B nie moze znajdowac si¢ poza C. W praktyce daje to tylko jeden minus w
,»gornej” czesci iloczynu A i B.

A B

AnBcC
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Zobrazowane wyzej zaleznosci pomigdzy zbiorami nie wyczerpuja oczywiscie wszystkich
mozliwych przypadkdw, jakie moga pojawic si¢ w zadaniach. Jednakze powinny one
pozwoli¢ na zrozumienie istoty postugiwania si¢ diagramami i umozliwi¢ kazdemu
samodzielne zaznaczenie nawet takich stosunkow pomiedzy zbiorami, z jakimi si¢ nigdy
nie zetknat.

5.5.2. PRAKTYKA: SPRAWDZANIE PRAW TEORII ZBIOROW
PRZY POMOCY DIAGRAMOW VENNA.

Wyrazenia, ktore bedziemy obecnie badali pod katem tego, czy stanowia one prawa
rachunku zbioréw, beda miaty forme implikacji. Wykazanie, ze implikacja taka stanowi
ogdlne prawo, bedzie polegato na pokazaniu, ze jest ona zawsze prawdziwa. Poniewaz
implikacja, zgodnie z tabelkami zero-jedynkowymi, fatszywa jest tylko w jednym
przypadku — gdy jej poprzednik jest prawdziwy a nastepnik fatszywy, to udowodnienie, ze
jest ona zawsze prawdziwa, polega¢ moze na wykazaniu niemozliwosci zajscia takiej
sytuacji.

W praktyce bedzie to wygladato tak, ze bedziemy wpisywali do diagramu to, co mowi
poprzednik implikacji, a nastgpnie sprawdzali, czy gwarantuje nam to prawdziwosé
nastepnika. Jesli bowiem wypetnienie diagramu wedtug poprzednika implikacji
zagwarantuje nam prawdziwos¢ jej nastepnika, bedzie stanowito to dowdd, ze nie jest
mozliwa sytuacja, aby poprzednik byt prawdziwy i nastepnik fatszywy, a zatem implikacja
jest zawsze prawdziwa; przedstawia ona prawo rachunku zbioréw. Jesli natomiast na
diagramie bedzie si¢ dato przedstawi¢ fatszywosé¢ nastepnika, bedzie to $wiadczy¢, ze
implikacja moze by¢ fatszywa, a wiec nie opisuje ona ogdlnie obowiazujacego prawa.

Cata procedura w skrocie:
— wpisujemy do diagramu wszystkie informacje z poprzednika implikacji,

— nie wpisujemy informacji z nastepnika implikacji, a jedynie sprawdzamy, czy wykonany
wedtug poprzednika rysunek daje nam gwarancje ich prawdziwosci,

— jesli rysunek gwarantuje nam prawdziwos¢ nastepnika, oznacza to, ze badane wyrazenie
jest prawem rachunku zbioréw; jesli nie mamy takiej gwarancji (diagram da sie wypetnic¢
tak, aby nastepnik byt fatszywy), wyrazenie nie jest prawem.

Przyklad:
Sprawdzimy, czy prawem rachunku zbiorow jest wyrazenie: (AcBABcC) > AcC.

W poprzedniku naszej implikacji mamy dwie zaleznosci. Najpierw zaznaczymy to, ze
zbior A zawiera sie w B (czyli A nie moze ,,wystawac” poza B):
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Teraz dopiszemy jeszcze, ze B zawiera si¢ w C:

Po zaznaczeniu na diagramie wszystkich informacji zawartych w poprzedniku musimy
sprawdzi¢, czy gwarantuje nam to prawdziwosé nastepnika. Widzimy, ze faktycznie
nastepnik musi by¢ prawdziwy. Mamy pewnos¢, ze zbior A zawiera sie w C, gdyz w
odpowiednim obszarze mamy minusy $wiadczace, ze A nie moze ,,wystawac” poza C; sa
to dwa minusy w ,,gornej” czesci zbioru A.

Skoro w badanym wyrazeniu, majacym posta¢ implikacji, nie jest mozliwe aby poprzednik
byt prawdziwy, a nastepnik fatszywy (mowiac inaczej, prawdziwos¢ poprzednika
gwarantuje prawdziwos¢ nastepnika), oznacza to, ze wyrazenie to jest prawem rachunku
zbiorow.

Przyklad:
Sprawdzimy, czy prawem rachunku zbioréw jest wyrazenie: (A)(BAB)(C) — A)(C.
Po zaznaczeniu na diagramie informacji z obu cztondw poprzednika otrzymujemy rysunek:
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Rysunek ten nie daje nam jednak gwarancji, ze nastepnik jest prawdziwy. Aby mie¢
pewnosé, ze zbiory A i C sa roztaczne, musielibysmy mie¢ minusy w catym obszarze
wspolnym tych zbioréw. Tymczasem w jednej czesci tego obszaru nie ma zadnego znaku.
Oznacza to, ze nic nie stoi na przeszkodzie, aby co$ tam mogto si¢ znajdowac. Ponizszy
rysunek pokazuje wyraznie, ze da si¢ zaznaczy¢ na diagramie prawdziwos¢ poprzednika
implikacji i jednoczesnie fatlszywosc jej nastepnika.

A B

A
\/
&

C

Badane wyrazenie nie jest zatem prawem rachunku zbioréw.

Powyzszy rysunek stanowi graficzny kontrprzyktad, pokazujacy, ze badana implikacja nie
jest zawsze prawdziwa. Mozemy rowniez podaé kontrprzyktad ,,materialny” to znaczy
wymysli¢ takie zbiory A, B i C, aby pokazac¢, ze badane wyrazenie moze by¢ fatszywe.
Moga by¢ to przyktadowo takie zbiory: A — zbiér drzew lisciastych, B — zbiér drzew
iglastych, C — zbidr debdw. Prawda jest, ze A )( B oraz B )( C, natomiast A i C wcale
roztaczne nie sa.
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5.5.3. UTRUDNIENIA | PULAPKI.

Oczywiscie nie zawsze badane wyrazenia sa tak tatwe do zaznaczenia na
diagramie jak w dwdch rozwazanych dotad zadaniach. Ponizej omoéwimy
kilka przyktadow nieco bardziej skomplikowanych.

Czy tam ma by¢ plus czy minus?

Przyklad:
Sprawdzimy, czy jest prawem rachunku zbioréw wyrazenie:
BN"AxZIAANC =Z)>BnC=2Y

Pierwszy czton poprzednika implikacji informuje nas, ze cos si¢ musi znajdowac w czesci
wspblnej (iloczynie) zbioréw B i A. Poniewaz obszar ten sktada sie z dwoch kawatkow,
nie wiemy doktadnie, w ktérym z nich jakis element sie znajduje; by¢ moze w obydwu, ale
moze tylko w jednym z nich. Dlatego tez mozemy wpisa¢ tu jedynie plusy ze znakiem
zapytania.

/)

\/
&

C

Drugi czton poprzednika implikacji informuje nas, ze pusty musi obszar wspélny A oraz
C’, czyli ta czes¢ zbioru A, ktéra znajduje sie poza zbiorem C. Na naszym rysunku sa to
dwa ,,gérne” kawatki zbioru A. Widzimy, ze w jednej z tych czesci znajduje sig¢ znak ,,+?”.
Poniewaz jednak znak zapytania swiadczy, ze cos w tym obszarze moze si¢ znajdowac, ale
nie jest to konieczne, a teraz otrzymujemy informacje, ze na pewno nic tam nie ma, to
wynikajacy stad minus jest ,,silniejszy” od plusa ze znakiem zapytania i dlatego wiasnie ,,—
” powinien si¢ tam ostatecznie znalez¢. Jesli jednak jeden ze znakow ,,+?” zamienimy na
minus, to wynika stad, ze drugi z pluséw staje sie ,,pewny” i widniejacy przy nim pytajnik
powinnismy zlikwidowa¢. Skoro bowiem dotad wiedzielismy, ze w jednym z dwdch
obszardw cos jest, lecz nie mielismy pewnosci w ktérym, a teraz dowiedzielismy, ze
pierwszy jest pusty, to w takim razie na pewno zapetniony musi by¢ obszar drugi. A zatem,
po wpisaniu catego poprzednika implikacji, diagram bedzie si¢ przedstawiat nastepujaco:
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Teraz musimy sprawdzi¢, czy tak wykonany rysunek daje nam gwarancje prawdziwosci
nastgpnika implikacji, a wigc czy na pewno B N C = . W jednym kawatku czesci
wspolnej zbioréw B i C mamy plus, ktory daje nam gwarancje, ze obszar ten z pewnoscia
nie jest pusty. Badane wyrazenie jest zatem prawem rachunku zbiorow.

Plus ze znakiem zapytania nie daje pewnosci!

Przyklad:
Sprawdzimy, czy jest prawem rachunku zbioréw wyrazenie:
BcCAA-Cx0)>C NnB=Y

Fakt, ze zbior B zawiera si¢ w dopetnieniu C, oznacza, ze caty B znajduje si¢ poza C, czyli
zadna czes¢ B nie moze znajdowac si¢ w C; zbiory te sa prostu roztaczne. W catej czesci
wspolnej B i C musimy zatem wpisa¢ minusy. Jesli A — C ma by¢ niepuste, to co$ musi
znajdowac si¢ w obszarze zbioru A lezacym poza C. Caty czas mamy jednak do wyboru
dwie czesci tego obszaru i nie wiemy do konca, w ktora z nich wpisac ,,+” . Wypetniony
wedtug poprzednika implikacji diagram wyglada zatem nastgpujaco:

A B

[\

\/
2

C

Musimy teraz sprawdzi¢, czy powyzszy rysunek gwarantuje nam, ze C’ N B = . Czg$¢é
wspolna dopetnienia C oraz B to obszar zbioru B lezacy poza C, czyli ,,gorny” potksiezyc
zbioru B. W jednej czgsci tego obszaru znajduje sie wprawdzie plus, jednak jest on z
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pytajnikiem, co oznacza, iz nie mamy gwarancji, ze jest on tam na pewno. Nie mamy
zatem pewnosci, ze nastepnik badanej implikacji jest prawdziwy, a wiec nie jest ona
prawem rachunku zbioréw.

Rysunek pokazujacy, ze pomimo prawdziwosci poprzednika, nastepnik implikacji moze
by¢ fatszywy, wyglada nastepujaco:

A B

A

\/
2

C

Zaleznosci trudniejsze do zaznaczenia na diagramie.

Przyklad:
Sprawdzimy, czy jest prawem rachunku zbiorow wyrazenie:
[AUCcBAAcCc(BUC)]> B-C=¢Y

W powyzszym przyktadzie pewne trudnosci sprawi¢ moze wiasciwe zaznaczenie na
diagramie informacji z poprzednika implikacji. Fakt, ze suma zbioréw A i C zawiera sie w
B oznacza, ze zadna cz¢s$¢ A oraz zadna czes¢ C nie moze znajdowac si¢ poza zbiorem B.
We wszystkich fragmentach zbiorow A i C lezacych poza B musimy wigc wpisa¢ minusy.

A B

C

Z kolei to, ze A zawiera si¢ w dopetnieniu sumy B i C znaczy, ze zadna czg¢s¢ zbioru A nie
moze znajdowac si¢ w zbiorze B lub C. W zwiazku z tym w czesciach wspdlnych Ai C
oraz A i B musimy wpisa¢ minusy. W jednym fragmencie wymienionego obszaru minus
juz si¢ znajduje, zatem dodajemy jeszcze dwa:
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Teraz musimy sprawdzi¢, czy mamy pewnos¢, ze obszar zbioru B lezacy poza C (czyli B —
C) jest pusty. W jednej czesci tego obszaru mamy znak ,,.—”, w drugiej natomiast nie ma
nic. To, ze nie mamy tam wpisanego zadnego symbolu, nie oznacza jednak, ze nic tam nie
ma, a jedynie, ze nie mamy na temat tej czesci zadnych informacji. Pewnos¢, ze obszar jest
pusty, mielibysmy jedynie wtedy, gdyby umieszczony byt w nim minus. Tymczasem nic
nie stoi na przeszkodzie, aby w wolne miejsce wpisac¢ plus:

A B

A
\/
S

C

Poniewaz, jak wida¢ na powyzszym rysunku, da sie wypetni¢ diagram w ten sposob, aby
poprzednik implikacji byt prawdziwy, a nastepnik fatszywy, badane wyrazenie nie jest
prawem rachunku zbioréw.

Czasem trzeba zaczq¢ od korica.

Przyklad:
Sprawdzimy, czy jest prawem rachunku zbioréw wyrazenie:
AuBxZdABUC2)>AUC=U

Fakt, ze nie jest pusta suma zbioréw A i B, oznacza, ze co$ musi znajdowac si¢ w
ktorejkolwiek czesci obszaru sktadajacego sie az z szesciu czesci:
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Gdy dodamy to tego informacje, ze niepusta jest rowniez suma B i C otrzymamy rysunek:

Pozostaje nam teraz odpowiedzie¢ na pytanie, czy mamy pewnosc, ze cos znajduje si¢ w
ktorejkolwiek czesci sumy zbioréw A oraz C. Udzielnie jednoznacznej odpowiedzi na to
pytanie przy pomocy powyzszego rysunku moze wydawac si¢ trudne — w wymienionej
czesci znajduje sie wprawdzie szes¢ plusow, ale wszystkie z pytajnikiem. W takiej sytuacji
mozemy sprobowac rozwiaza¢ zadanie niejako od drugiej strony, zaczynajac od budowy
kontrprzyktadu. Zobaczmy, czy da sie stworzy¢ rysunek, na ktérym nastepnik implikacji
bytby fatszywy, a potem sprawdzimy, czy poprzednik moze by¢ wtedy rownoczesnie
prawdziwy.

Fatszywos¢ nastepnika naszego wyrazenia oznacza, ze pusta jest suma zbioréw A i C,
czyli:
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Czy mozemy teraz sprawic, aby prawdziwe byty oba cztony poprzednika implikacji?
Stanie si¢ tak, gdy wpiszemy znak ,,+” w jedyne wolne pole:

A B

A

\/
&2

C

Powyzszy rysunek pokazuje, ze mozna zaznaczy¢ na diagramie jednoczesnie prawdziwosé
poprzednika implikacji (co$ znajduje sie zarébwno w sumie zbioréw A i B jak i w sumie B i
C), jak i fatszywosc¢ jej nastepnika (pusta jest suma A i C). Badane wyrazenie nie jest wigc
prawem rachunku zbioréw.

SLOWNICZEK:

Dopelnienie zbioru — dopetnienie zbioru A to zbiér zawierajacy te elementy uniwersum,
ktore nie naleza do A.

Identycznos¢ zbiordw — zbiory A i B sa identyczne (A = B), gdy maja doktadnie te same
elementy.

lloczyn zbioréw — iloczyn (przekrdj) zbioréw A i B (A n B) to zbidr zawierajacy
elementy nalezace zaréwno do A jak i do B.

Inkluzja (zawieranie si¢ zbiorow) — zbior A zawiera si¢ w zbiorze B (A < B), gdy kazdy
element A jest elementem B.

Krzyzowanie zbioréw — zbiory A i B sie krzyzuja (A # B), gdy maja one wspdlne
elementy, ale rownoczesnie do kazdego z nich naleza takie elementy, ktore nie naleza do
drugiego.

Rozlacznos¢ zbiordéw — zbiory A i B sa roztaczne (A )( B), gdy nie majac ani jednego
wspblnego elementu.
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Roznica zbioréw — roznica zbioréw A i B to zbidr zawierajacy te elementy A, ktdre nie
naleza do B.

Suma zbiordw — suma zbiorow A i B (A U B) to zbior powstaty z potaczenia elementow
AiB.

Zbior pusty — zbior nie zawierajacy zadnego elementu. Zbior pusty oznaczamy symbolem
.
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Rozdzial VI
RELACJE.

WSTEP.

Obecny rozdziat poswigcony bedzie relacjom. Z relacjami zetknelismy si¢ juz w czesci
poswieconej rachunkowi predykatow. Obecnie zostana one omdwione o wiele doktadniej.
Bedzie to rozdzial najbardziej teoretyczny ze wszystkich; zadania beda stanowity niewielki
procent catosci. Wynika to z faktu, iz zwiazane z relacjami zadania polegaja zwykle na
wykrywaniu pewnych wiasnosci podanych relacji. Aby moc je rozwiazaé, trzeba przede
wszystkim posiadac teoretyczna wiedzg o tych wiasnosciach. Gdy wiedza ta zostanie zdobyta,
rozwiazanie takiego zadania jest zwykle niemal oczywiste.

6.1. CO TO JEST RELACJA.

6.1.1. LYK TEORILI.

Relacja to pewien zwiazek taczacy obiekty. Mowiac
»relacja” mamy zwykle na mysli tak zwana relacje
dwucztonowa, czyli zwiazek taczacy dwa obiekty. Taka
relacja jest na przyktad bycie starszym — pewna osoba X jest

starsza od innej osoby y; inne przyklady to bycie zona —

osoba X jest zona osoby y, lubienie — osoba x lubi osoba y
e TR itp.

Dla porzadku dodajmy, ze relacje moga mie¢ dowolna
ilos¢ cztondéw. Relacje jednoczionowe (odnoszace sie do jednego obiektu) nazywamy
wiasnosciami — tego typu relacje, to na przyktad bycie wysokim, bycie w wieku 25 lat, bycie
kobieta itp. Przyktadem wiasnosci tréjcztonowej jest stuchanie rozmowy — osoba x stucha
rozmowy 0soby y z osoba z. Relacjami innymi niz dwucztonowe nie bedziemy si¢ jednak
zajmowac; mowiac relacja — bez dodania do niej zadnego przymiotnika, bedziemy mieli na

mysli zawsze relacje dwucztonowa.
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Symbolicznie relacje mozemy oznacza¢ na rézne sposoby. Zwykle fakt, ze dwa obiekty x
I 'y sa ze soba w relacji R zapisujemy R(X,y) lub xRy. Spotyka si¢ tez zapis (x,y) € R (para X,
y nalezy do relacji R).

Do lepszego zrozumienia relacji potrzebne nam bedzie pojecie tak zwanej pary

uporzadkowanej oraz iloczynu kartezjanskiego dwaoch zbioréw.

Para uporzadkowana.

Jak pamigtamy z poprzedniego rozdziatu, w zwyktym zbiorze nie jest istotna kolejnosé
elementow, w jakiej je wypiszemy. | tak na przyktad zbior X = {a, b} jest rowny zbiorowi Y
= {b, a}. Inaczej ma si¢ rzecz w przypadku tak zwanych par uporzadkowanych, w skrocie
zwanych po prostu parami. Elementy par wypisujemy w nawiasach skosnych, np. (a, b) lub,
czasem, zwyktych — (a, b). W przypadku pary kolejnos¢ elementow ma kluczowe znaczenie. |

tak para (a, b) nie jest rowna parze (b, a); sa to zupetnie r6zne obiekty.

lloczyn kartezjanski.

Iloczyn kartezjanski to pewne specyficzne dziatanie na zbiorach, o ktérym jednak nie byto
mowy w rozdziale poswigcconym zbiorom. lloczyn kartezjanski symbolicznie oznaczamy
znakiem x. Zbior, ktéry powstaje w wyniku wykonania takiego dziatania, nie jest zwyktym
zbiorem, ale zbiorem, ktérego elementy stanowia pary. Doktadniej, iloczyn kartezjanski
zbioréw X i Y (czyli X x Y) to zbior wszystkich par, takich, w ktdrych na pierwszym miejscu
jest element zbioru X, a na drugim element zbioru Y. Przyktadowo, jesli X = {a, b, c},
natomiast Y = {1, 2}, to iloczyn kartezjanski X x Y = {(a, 1), (a, 2 ), (b, 1), (b, 2), {c, 1), {c,
2}

Kwadrat kartezjanski jakiegos zbioru X, oznaczany symbolicznie X?, to nic innego, jak

iloczyn kartezjanski zbioru X z soba samym, czyli X x X. Jesli zatem X = {a, b, ¢}, to X* =

{(a, @), (a, b), (a c), (b, &), (b, b), (b, ¢), {c, &), (¢, ), (¢, )}

Pojecia pary uporzadkowanej oraz iloczynu kartezjanskiego taczy sig z teoria relacji w ten
sposob, ze kazda relacje mozemy przedstawi¢ (przynajmniej teoretycznie) jako zbidr par. Jesli
relacja okreslona jest w pewnym uniwersum, to mozemy powiedzieé, ze relacja ta zawiera si¢
w kwadracie kartezjanskim tego uniwersum (stanowi podzbior kwadratu kartezjanskiego tego
uniwersum). Méwiac po prostu, relacja to niektére (a czasem wszystkie) pary, jakie mozna

utworzy¢ z elementow uniwersum.
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Najlepiej wyjasni¢ to na przyktadzie. Wezmy uniwersum ztozone z czterech liczb U = {1,
2, 3, 4} i okreslmy w tym zbiorze relacje wigkszosci. Bardziej formalnie relacje t¢ mozemy
zapisac tak: xRy = x > y. Relacja nasza zawiera si¢ w kwadracie kartezjanskim uniwersum
(symbolicznie R = U?), poniewaz naleza do niej niektdre z par liczb, ktore to pary mozemy
utworzy¢ z uniwersum. Relacje nasza mozemy przedstawi¢ jako nastepujacy zbidr par, w
ktorych pierwsza liczba jest wieksza od drugiej: R = {(2,1), (3,1), (3,2), (4,1), (4,2), (4,3)}.

Gdybysmy w uniwersum ztozonym z ludzi chcieli utworzy¢ relacje bycia zona, to relacje
te moglibysmy przedstawi¢ jako zbidr takich par, gdzie pierwsza osoba jest zona drugiej
osoby: R = {(Maria Kowalska, Jan Kowalski), (Danuta Wale¢sa, Lech Walgsa), (Hilary
Clinton, Bill Clinton)... itd. }. Oczywiscie wypisanie wszystkich par nalezacych do naszej
relacji nie jest praktycznie mozliwe, jednak nie ulega watpliwosci, ze jest to podzbior

kwadratu kartezjanskiego zbioru ludzi, czyli R < U

6.2. DZIEDZINY | POLE RELACJI.

6.2.1. LYK TEORII.

W kazdej relacji mozemy okresli¢ tak zwana dziedzing
lewostronna, nazywana czasem po prostu dziedzina,
dziedzing prawostronna, nazywana rowniez
przeciwdziedzina oraz pole. Dziedzing lewostronna relacji
R oznaczamy symbolicznie D, (R), dziedzing prawostronna
— Dp(R), natomiast pole — P(R).

Dziedzina lewostronna relacji R, to zbidr takich

LYK TEO e

przedmiotéw, ktére pozostaja w R do jakiegos
(przynajmniej jednego) przedmiotu. Symbolicznie mozemy to zapisa¢: D (R) = {x: 3y (xRy)}
(dziedzina lewostronna relacji R to zbior takich x, w stosunku do ktorych istnieje jakis y, taki
ze X jest w relacji R do tego y). W praktyce mozemy sobie bardzo tatwo uzmystowi¢, co jest
dziedzina danej relacji, wypisujac (lub wyobrazajac sobie) pary tworzace te relacje. Dziedzine
lewostronna stanowi¢ bedzie zawsze zbior tych obiektow, ktére przynajmniej raz znalazty si¢
na pierwszym miejscu w jakiejs parze. Gdy wezmiemy, wspominana wczesniej relacje

wigkszosci okreslona w zbiorze U = {1, 2, 3, 4}, to po przedstawieniu tej relacji jako zbioru
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par: R = {({2,1), (3,1), (3,2), (4,1), (4,2), (4,3)}, tatwo zauwazymy, ze D (R) = {2, 3, 4}. W
przypadku relacji bycia zona dziedzing lewostronna stanowi¢ bedzie zbior kobiet zameznych.

Dziedzina prawostronna (przeciwdziedzina) relacji R to, jak tatwo si¢ domysli¢, zbior
tych przedmiotow, do ktorych jakis przedmiot pozostaje w R. Symbolicznie: Dp(R) = {y: 3x
(XRy)}. W przypadku naszej relacji wigkszosci Dp(R) = {1, 2, 3}, natomiast przeciwdziedzing
relacji bycia zona stanowic¢ bedzie (jesli ograniczymy sie do matzenstw heteroseksualnych)
zbior zonatych mezczyzn.

Pole relacji to po prostu suma dziedziny lewej i prawej. Symbolicznie P(R) = Dp(R) U
DL(R). W naszej relacji wigkszosci P(R) = {1, 2, 3, 4}. W tym przypadku pole pokryto si¢ z
uniwersum, jednak nie jest to wcale konieczne. Wida¢ to na przyktadzie relacji bycia zona,
gdzie pole to zbior ludzi pozostajacych w zwiazkach matzenskich (bedacych zona lub

majacych zone), a wiec nie cate uniwersum.

fk Uwaga na btedy!

Za btad moze zosta¢ uznane powiedzenie, ze polem relacji bycia zong jest zbiér
maizenstw. Zbior matzehnstw to bowiem zbiér, ktérego elementami sg matzenstwa, a
nie pojedyncze osoby (ma on w przyblizeniu dwa razy mniej elementow niz zbior
0sOb pozostajacych w zwigzkach matzenskich). Natomiast pole relacji bycia zong

musi by¢ zbiorem ztozonym z 0séb.

6.2.2. PRAKTYKA: OKRESLANIE DZIEDZIN | POLA RELACJI.

Zadania zwiazane z dziedzinami i polem relacji polegaja na okresleniu tych wiasnosci dla
zadanej relacji. Rozwiazywanie takich przyktadéw nie jest trudne, jesli tylko pamictamy, ze
kazda relacje mozemy, przynajmniej teoretycznie przedstawi¢ jako zbior par. Dziedzina
lewostronna bedzie kazdorazowo zbiorem tych elementow, ktoére przynajmniej raz znalazty
si¢ W naszych parach na pierwszym miejscu, natomiast dziedzina prawostronna, zbiorem
elementéw, ktére przynajmniej raz wystapity na drugim miejscu. Po okresleniu dziedziny

lewej i prawej, wyznaczenie pola jest juz banalnie proste.
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Przyklad:

Okreslimy dziedzing, przeciwdziedzing i pole relacji bycia matka (XRy = x jest matka y)
okreslonej w zbiorze wszystkich ludzi (zyjacych kiedykolwiek, a nie tylko aktualnie).

Gdybysmy chcieli przedstawi¢ nasza relacje w postaci zbioru par, to na pierwszym
miejscu bylaby kazdorazowo kobieta posiadajaca przynajmniej jedno dziecko, natomiast na
drugim osoba bedaca dzieckiem tej kobiety. Oczywiste wigc jest, ze dziedzing lewostronna
naszej relacji stanowi¢ bedzie zbior kobiet majacych dzieci. Dziedzina prawa to zbior osob,
ktére maja matke. Poniewaz nasze uniwersum stanowi zbior wszystkich ludzi kiedykolwiek
zyjacych, to o kazdym cztowieku mozna powiedzie¢, ze ma on (aktualnie lub kiedys zyjaca)
matke; kazdy wigc znajdzie si¢ jako element jakiejs pary z prawej strony. A zatem
przeciwdziedzina naszej relacji to zbidr wszystkich ludzi. Skoro jedna z dziedzin stanowi juz
cate uniwersum, to oczywiste jest, ze rowniez pole naszej relacji bedzie réwne uniwersum,

czyli zbiorowi wszystkich ludzi.

Przyklad:

Okreslimy dziedziny i pole okreslonej w zbiorze liczb naturalnych relacji bycia
dwukrotnoscia (XRy = x jest dwukrotnoscia y).

Do naszej relacji naleze¢ beda takie pary ztozone z liczb naturalnych, gdzie pierwsza
liczba bedzie dwukrotnoscia drugiej, a zatem R = {(2, 1), (4, 2), (6, 3), (8, 4)...}. Po wypisaniu
kKilku przyktadowych par, wida¢ jasno, ze dziedzina lewa relacji, to zbidr liczb parzystych,
natomiast dziedzina prawa (i jednoczesnie pole) to zbior wszystkich liczb naturalnych, czyli

uniwersum.

Przyklad:

Okreslimy dziedziny i pole okreslonej w zbiorze wszystkich ludzi relacji bycia przeciwnej
pici (XRy = X jest przeciwnej pici niz y).

Gdybysmy chcieli wypisa¢ niektdre z par nalezacych do naszej relacji otrzymalibysmy R
= (Jan, Maria), (Maria, Mieczystaw), (Karolina, Zenon), (Zenon, Karolina), (Zenon,
Maria)...}

Wida¢ wyraznie, ze kazdy cztowiek znajdzie si¢ (wielokrotnie) zaréwno z lewej strony

jakiejs$ pary, jak i z prawej strony; do kazdego mozna bowiem dobra¢ kogos przeciwnej pici.
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A zatem w tym przypadku dziedzina prawa, rowna sie dziedzinie lewej, rowna si¢ polu relacji

i stanowi cate uniwersum, czyli zbiér wszystkich ludzi.

Uwaga na btedy!

W przypadku powyzszej relacji czestymi odpowiedziami na pytanie o ktorgs z
dziedzin sg dosc¢ dziwacznie brzmigce stwierdzenia na przyktad: ,ludzie przeciwnej
ptci”, ,ludzie okreslonej pici’, czy tez ,ludzie jednej ptci”. Nie sg to jednak dobre
odpowiedzi — c6z to bowiem sg na przykiad ,ludzie przeciwnej ptci”, jaki doktadnie
jest to zbior?

Przyklad:

Okreslimy dziedziny i pole okreslonej w zbiorze wszystkich ludzi relacji bycia w tym
samym wieku (XRy = x jest w tym samym wieku co y).

Gdybysmy wypisali pary nalezace do
powyzszej relacji, tatwo zauwazylibysmy, ze do
cztowieka majacego np. 20 lat tatwo dobra¢
kogo$ bedacego w tym samym wieku; podobnie

w stosunku do kogos majacego np. 15 lat, 23

lata, 35 lat, 78 lat itd. Watpliwosci moze budzi¢

fakt, czy jestesmy w stanie stworzy¢ pare z Kims

majacym przyktadowo 108 lat, zaktadajac ze jest

to jedyny cztowiek na swiecie w tym wieku.

CELACTH BYCA 1w Trh SAMYM  Wieky

Otz zawsze mozemy to uczyni¢, tworzac pare
ztozona z tego cztowieka wystepujacego zar6wno na pierwszym miejscu, jak i na drugim; w
przypadku tej relacji bowiem kazdy, oprocz mozliwosci bycia w niej w stosunku do innych
0s0b, pozostaje w niej rowniez do samego siebie. Kazdy jest bowiem w tym samym wieku, w
ktorym jest on sam. Kazdy wigc, przynajmniej w tym jednym przypadku, wystapi zarowno na
pierwszym, jak i na drugim miejscu w pewnej parze.

Podobnie jak w poprzednim przyktadzie, dziedzina lewa naszej relacji rowna sie

dziedzinie prawej, rowna si¢ polu i stanowi cate uniwersum, czyli zbiér wszystkich ludzi.
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6.3. WEASNOSCI FORMALNE RELACJI.

6.3.1. LYK TEORII.

Relacje mozemy charakteryzowa¢ pod wzgledem
pewnych wiasnosci. Obecnie omowimy najwazniejsze z
tych wiasnosci, grupujac je w zwiazku z istotnymi dla nich
pojeciami.

Uwaga na marginesie.

Omawiane wiasnosci relacji dotycza zawsze jakiegos

LYK TEO e

konkretnego uniwersum. Relacja posiadajaca dana
wiasnos¢ w jednym uniwersum, moze nie posiada¢ jej w innym. Dlatego, scisle rzecz biorac,
w ponizszych wzorach wyrazenia Vx (dla kazdego x) powinny przybiera¢ formg¢ vx e U (dla
kazdego x nalezacego do danego uniwersum); podobnie 3x (istnieje takie x) — Ix e U
(istnieje takie x nalezace do U). Aby zbytnio wzoréw nie komplikowa¢, nie bedziemy tak
jednak pisa¢, domyslnie przyjmujac, ze kazdorazowo chodzi nam jedynie o elementy z

danego uniwersum.

Zwrotnos¢.

Mowimy, ze relacja jest zwrotna, gdy kazdy element uniwersum jest w tej relacji do
siebie samego. Symbolicznie:

R jest zwrotna = VX (XRX)

Przyktadem relacji zwrotnej jest bycie w takim samym wieku (w zbiorze ludzi) lub bycie
sobie rowna (w zbiorze liczb). Kazdy cztowiek jest bowiem w takim samym wieku w
stosunku do siebie samego, a kazda liczba jest réwna sobie same;j.

Relacja jest przeciwzwrotna, gdy zaden element uniwersum nie jest w relacji do siebie
samego. Symbolicznie:

R jest przeciwzwrotna = VX (~ (XRx))

Przeciwzwrotna jest przyktadowo relacja bycia matka w zbiorze ludzi lub relacja
mniejszosci w zbiorze liczb.

Relacja moze by¢ ani zwrotna, ani przeciwzwrotna. Oznacza to, ze Sa W uniwersum
elementy bedace w relacji do siebie samego, ale sa tez i takie, ktdre do siebie samego w nigj

nie sa. Relacje taka nazywamy czasem niezwrotna. Symbolicznie:
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R nie jest zwrotna ani przeciwzwrotna = 3x (XRX) A 3X ~ (XRx)
Przyktadem takiej relacji moze by¢ relacja kochania — sa ludzie, ktérzy kochaja samych
siebie, a sa tez i tacy, ktorzy siebie nie kochaja.

Symetria.

Mowimy, ze relacja jest symetryczna, gdy jest tak, ze jesli relacja zachodzi pomiedzy
dwoma elementami w jedna strong, to zachodzi i w druga (jesli zachodzi pomigdzy x iy, to
zachodzi tez pomiegdzy y i X). Symbolicznie:

R jest symetryczna = VxVy (XRy — yRXx)

Symetryczna jest na przyktad relacja bycia tej samej pici — jesli osoba x jest tej samej pici,
co 0soba y, to rowniez osoba y jest na pewno tej samej pici co osoba x.

Relacja jest asymetryczna (antysymetryczna, przeciwsymetryczna), gdy jest tak, ze
jesli zachodzi w jedna strong, to nie zachodzi w druga. Symbolicznie:

R jest asymetryczna = VXVy [XRy — ~ (YRX)]

Asymetryczna jest na przyktad relacja bycia ojcem — jesli jedna osoba jest ojcem drugiej,
to druga na pewno nie jest ojcem pierwszej.

Relacja jest stabo asymetryczna (stabo antysymetryczna) gdy dla wszystkich réznych
od siebie elementéw uniwersum jest tak, ze jesli relacja zachodzi w jedna strone, to nie
zachodzi w druga. Symbolicznie:

R jest stabo asymetryczna = VXVy [(X # Y A XRy) — ~ (YRX)]

Relacja stabo asymetryczna jest na przyktad relacja ,,>” w zbiorze liczb. Gdy wezmiemy
bowiem dwie rézne od siebie liczby i nasza relacja zachodzi miedzy nimi w jedna strone, to
na pewno nie zachodzi miedzy nimi w druga.

Odréznienie ,,mocnej” asymetrii od stabej jest dla niektérych dosé¢ trudne. Mozna sobie te
roznice zapamigta¢ w taki praktyczny sposob: przy zwyktej (,mocnej”) asymetrii zadne
elementy nie moga by¢ w relacji do siebie samego (relacja taka musi by¢ jednoczesnie
przeciwzrotna), natomiast staba asymetria tym tylko rézni si¢ od zwyklej, ze w jej przypadku

niektdre (badz wszystkie) elementy moga by¢ w relacji do siebie samego.

Uwaga na marginesie.
Odnosnie nazewnictwa wilasnosci zwiazanych z symetria w wielu podrgcznikach panuje zamieszanie. To co
u nas okreslone zostato jako asymetria w innych nazywane jest przeciwsymetria lub antysymetria; nasza staba

asymetria wystepuje natomiast jako staba, ale réwniez jako ,,zwykla” (bez zadnego przymiotnika), antysymetria.
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Dlatego tez, w celu unikniecia nieporozumien dobrze jest zawsze sprawdzi¢, w jaki sposéb autor danego

podrecznika badz zbioru zadan definiuje te wtasnosci.

Relacja moze by¢ tez ani symetryczna, ani
asymetryczna (czasem mowimy wtedy, ze jest ona
niesymetryczna). Oznacza to, ze sa W uniwersum takie
pary, ze relacja zachodzi pomigdzy nimi w jedna strong
i nie zachodzi w druga, ale sa tez takie, w przypadku
ktorych zachodzi ona w obie strony. Symbolicznie:

R nie jest ani symetryczna ani asymetryczna =

Ix3y [XRy A ~ (YRX)] A Ix3y (XRy A yRX)

Relacja ani symetryczna ani asymetryczna jest
okreslona w zbiorze ludzi relacja kochania. Sa bowiem _
RELACIA NIESYMETRYCZNA
takie pary ludzi, gdzie jedna osoba kocha druga a druga
pierwsza, ale sa tez i takie, gdzie relacja zachodzi tylko

w jedna strong.

Przechodniosé¢.

Relacja jest przechodnia, jesli zachodzac pomiedzy jakimis elementami x iy, a takze
elementem y i elementem z, zachodzi réwniez pomigdzy X i z. Symbolicznie:

R jest przechodnia = VxVyVz [(XRy A YRz) — xRz]

Przechodnia jest na przykiad relacja bycia starszym. Jesli jedna osoba jest starsza od
drugiej, a druga od trzeciej, to na pewno pierwsza jest rowniez starsza od trzeciej.

Fakt, ze dana relacja nie jest przechodnia oznacza, ze istnieja takie trzy elementy, ze
pierwszy jest w relacji do drugiego, drugi do trzeciego, natomiast pierwszy nie jest w relacji
do trzeciego. Symbolicznie:

R jest nieprzechodnia = 3x3y3z [XRy A YRz A ~ (XRZ)]

Nieprzechodnia jest relacja bycia znajomym. Jesli osoba x jest znajomym osoby y, a

osoba y znajomym osoby z, to wcale nie jest konieczne, aby x byt rowniez znajomym z.

Spojnosé.
Relacja jest spdjna, jesli dla dowolnych dwaoch réznych elementéw uniwersum zachodzi
ona przynajmniej w jedna strong, czyli X jest w relacji do y lub y do x. Symbolicznie:

R jest spdjna = VxVy [Xx #y — (XRy v YRX)]
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Spojna jest na przyktad relacja mniejszosci w zbiorze liczb. Jesli wezmiemy dwie liczby i
beda one rézne od siebie, to na pewno jedna bedzie wigksza od drugiej albo druga od
pierwszej.

Relacja nie jest spdjna, gdy istnieja w uniwersum dwa rozne od siebie elementy, takie ze
ani jeden nie jest w relacji do drugiego, ani drugi do pierwszego. Symbolicznie:

R jest niespdjna=3x3y [X #y A ~ (XRY) A ~ (YRX)]

Niespojna w zbiorze ludzi jest na przyktad relacja bycia zona — tatwo znalez¢ dwie osoby,
takie ze ani jedna nie jest zona drugiej, ani druga zona pierwszej.

W zwiazku z trzema z wymienionymi wyzej wiasnosciami okresla si¢ pewien szczeg6lny
typ relacji — tak zwana rownowaznosé. Mowimy, ze relacja jest rownowaznoscia, gdy jest
ona jednoczesnie zwrotna, symetryczna i przechodnia. Typu rownowaznosci jest na przyktad

relacja bycia w tym samym wieku.

6.3.2. PRAKTYKA: OKRESLANIE WEASNOSCI FORMALNYCH RELACII.

Zadania zwiazane z wiasnosciami formalnymi relacji polegaja najczesciej na okresleniu
wszystkich wiasnosci podanej relacji. W zwiazku z kazdym wyrdznionym wyzej pojeciem —
zwrotnoscia, symetria, przechodnioscia i spojnoscia kazda relacja musi posiada¢ jakas
wiasnos¢. Trzeba wigc po prostu sprawdzi¢, ktéra z mozliwych sytuacji zachodzi w danym
przypadku — czy relacja jest zwrotna, przeciwzwrotna, czy tez ani taka, ani taka; nastgpnie czy
jest symetryczna, asymetryczna (mocno lub stabo), czy tez ani symetryczna ani asymetryczna,
itd.

Przyklad:

Zbadamy wiasnosci formalne okreslonej w zbiorze wszystkich ludzi relacji bycia matka
(XRy = x jest matka y).

Oczywiscie nikt nie jest swoja wiasna matka, a wiec jest to relacja przeciwzwrotna. Jesli
jedna osoba jest matka drugiej, to na pewno druga nie jest matka pierwszej — jest to wiec
relacja asymetryczna. Jesli jedna osoba jest matka drugiej, a druga matka trzeciej, to ta
pierwsza na pewno nie jest matka trzeciej (jest bowiem jej babcia), czyli nasza relacja jest
nieprzechodnia. Nie jest to tez relacja spdjna, poniewaz nie jest tak, ze dla dowolnych dwoch

roznych osob jedna jest matka drugiej lub druga matka pierwszej.
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Przyklad:

Zbadamy wiasnosci formalne relacji bycia tej samej ptci, okreslonej w zbiorze ludzi.

Kazdy jest tej samej pici co on sam, a wigc jest to relacja zwrotna. Jesli jedna osoba jest
tej samej ptci co druga, to ta druga jest tej samej pici co pierwsza, a wigc jest to relacja
symetryczna. Jesli osoba A jest tej samej pici co B, a B tej samej co C, to rowniez zawsze A
jest tej samej pici co C, a wiec jest to relacja przechodnia. Nie jest to relacja spdjna, poniewaz
nie kazde dwie rézne osoby sa tej samej pici.

Poniewaz nasza relacja jest zwrotna, symetryczna i przechodnia, mozemy rowniez

powiedzie¢, ze jest ona rownowaznoscia.

Z omawianych wilasnosci najwicksze problemy moze sprawi¢ przechodnioscé.

Przyklad:

Okreslimy wiasnosci formalne relacji bycia w roznym wieku (w zbiorze ludzi).

Jest to oczywiscie relacja przeciwzwrotna (nikt nie jest w réznym wieku od siebie
samego) i symetryczna (jesli jedna osoba jest w roznym wieku od drugiej, to i ta druga jest w
roznym wieku od pierwszej).

Zajmijmy si¢ teraz przechodnioscia. Oczywiscie w wigkszosci przypadkow bywa tak, ze
jesli jedna osoba jest w réznym wieku od drugiej, a druga od trzeciej, to i ta pierwsza bedzie
w réznym wieku od trzeciej. Czy jest tak jednak zawsze? Latwo wyobrazi¢ sobie na przyktad
takie trzy osoby: A — majaca 20 lat, B — 25 lat i C — 20 lat. Wtedy A bedzie w relacji bycia w
roznym wieku do B, B w relacji do C, natomiast A do C juz nie. Poniewaz relacja jest
przechodnia, gdy zawsze jest tak, ze jesli x jest w relacji do y, a 'y do z, to rowniez X jest w
relacji do z, to wystarczy znalez¢ cho¢ jeden przypadek, kiedy tak nie jest, aby mdc
stwierdzic¢, ze relacja nie jest przechodnia. Poniewaz taki przypadek znalezlismy, widzimy, ze
nasza relacja jest nieprzechodnia.

Pewne watpliwosci moze tez budzi¢ to, czy omawiana relacja jest spéjna. Czy gdy
wezmiemy dwoch dowolnych réznych od siebie ludzi, to zawsze beda oni w roznym wieku?
Odpowiedz na to pytanie zalezy od doktadnosci, jaka przyjmiemy. Gdy uznamy na przykiad,
ze jesli réznica pomiedzy dwoma ludzmi jest mniejsza niz rok, to sa oni w tym samym wieku,
to wtedy nasza relacja nie bedzie spojna — tatwo bedzie znalez¢ pary ludzi, pomiedzy ktérymi
ona nie zachodzi (a wiec nie sa oni w réznym wieku). Gdybysmy jednak uznali, ze rdznica

nawet utamka sekundy w momencie urodzenia sprawia, ze ludzie sa juz w roznym wieku, to

216



nasza relacje moglibysmy uzna¢ za spdjna — zachodzitaby ona pomiedzy dowolnymi réznymi
od siebie ludzmi.

Przyklad:

Zbadamy wiasnosci formalne okreslonej w zbiorze ludzi relacji bycia bratem.

Nikt nie jest swoim wiasnym bratem, wiec jest to relacja przeciwzrotna. Poniewaz moze
byc¢ tak, ze jedna osoba jest bratem drugiej, a druga bratem pierwszej, ale moze by¢ tez tak, ze
jedna jest bratem drugiej, a druga nie jest bratem pierwszej (bo jest siostra), oznacza to, ze
nasza relacja nie jest ani symetryczna, ani asymetryczna.

Jesli chodzi o przechodnio$¢, to na pierwszy rzut oka mogtoby sie wydawac, ze omawiana
relacja jest przechodnia — zwykle jest tak, ze jesli A jest bratem B, a B bratem C, to réwniez
A jest bratem C. Jest tu jednak pewna putapka. Wyobrazmy sobie dwie osoby A i B bedace
bra¢mi. Wowczas A jest w relacji bycia bratem do B, B jest w relacji do A, natomiast
oczywiscie A nie jest swoim wlasnym bratem. A zatem mamy sytuacje, ze jedna osoba jest w
relacji R do drugiej, druga do trzeciej, a pierwsza do trzeciej nie. To, ze pierwsza i trzecia
osoba sa faktycznie tym samym cztowiekiem, nic tu nie zmienia, poniewaz w definicji
przechodniosci nie ma mowy, ze musza wystepowac tam rézne obiekty. Nasza relacja nie jest
wigc przechodnia.

Relacja bycia bratem nie jest tez oczywiscie spdjna.

Relacje w tego typu zadaniach moga by¢ tez podawane jako zbior par.

Przyklad:

Zbadamy wtasnosci formalne relacji R = {(a, b), (b, ¢), (a, ¢), {c, d), (b, b)} okreslonej w
uniwersum U = {a, b, c, d}.

Poniewaz jeden z elementdw uniwersum (b) jest w relacji do samego siebie, natomiast
pozostate nie sa, relacja ta nie jest ani zwrotna, ani przeciwzwrotna. Dla elementow réznych
od siebie jest tak, ze gdy jeden jest w relacji do drugiego, to drugi nie jest w relacji do
pierwszego. Wskazywato by to na asymetri¢; jednak jeden z elementdéw jest w relacji do
siebie samego, co w ,mocnej” asymetrii jest niemozliwe. A zatem mamy do czynienia ze
staba asymetria. Udaje si¢ znalez¢ takie trzy elementy (sa to a, ¢ oraz d), ze pierwszy jest w

relacji do drugiego, a drugi do trzeciego, natomiast pierwszy nie pozostaje w relacji do
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trzeciego; jest to wigc relacja nieprzechodnia. Poniewaz istnieja r6zne od siebie elementy,
takie ze ani jeden nie jest w relacji do drugiego, ani drugi do pierwszego,\ jest to relacja

niespojna.

6.4. DZIALANIA NA RELACJACH.

6.4.1. LYK TEORII.

Wiemy, ze kazda relacje mozemy przedstawié¢ jako zbior
par. Poniewaz relacje sa zbiorami (zbiorami par), mozemy
wykonywaé¢ na nich dziatania, jakie wykonywalismy na
»ZWyktych” zbiorach: sume, iloczyn, roznice i dopetnienie.
W przypadku relacji mozemy wykonywac¢ tez pewne

specyficzne dziatania, z ktérych poznamy tak zwany konwers

relacji. Najpierw jednak zajmiemy si¢ dziataniami

LYK TEO )

poznanymi w rozdziale poswigconym zbiorom.

Suma dwach relacji to zbior par nalezacych do jednej lub do drugiej relacji. Na przyktad
suma relacji bycia ojcem i relacji bycia matka jest relacja bycia rodzicem.

lloczyn dwdch relacji to zbior par nalezacych jednoczesnie do jednej jak i do drugiej
relacji. lloczynem relacji bycia bratem oraz bycia starszym jest relacja bycia starszym bratem.

Réznica dwdch relacji to zbior tych par, ktore naleza do pierwszej z nich, lecz nie naleza
do drugiej. Jesli od relacji bycia rodzicem odejmiemy relacje¢ bycia matka, otrzymamy relacje
bycia ojcem.

Dopetnienie jakiejs relacji to zbior par, ktore do tej relacji nie naleza. Na przyktad
dopetnieniem relacji bycia starszym jest relacja bycia w tym samym wieku lub mtodszym.

Symbolicznie dziatania na relacjach przedstawiamy przy pomocy takich samych znakéw,
jak w przypadku ,,zwyktych” zbioréw, czyli: U, N, -, .

Konwers relacji to dziatanie, z ktérym si¢ dotad nie spotkalismy, jednak jego zrozumienie
nie powinno sprawi¢ wigkszych trudnosci. Konwers relacji R nazywany jest czesto relacja
odwrotng do R i bywa oznaczany symbolicznie R™ lub R. Konwers relacji R, czyli R to
relacja zachodzaca pomigdzy elementami y i x wtedy i tylko wtedy, gdy pomigdzy X i y
zachodzi R. Symbolicznie yR™x = xRy. Przyktadowo, konwersem relacji bycia rodzicem, jest

relacja bycia dzieckiem (bowiem vy jest dzieckiem x wtedy i tylko wtedy, gdy X jest rodzicem
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y), natomiast konwersem relacji bycia mtodszym jest relacja bycia starszym. Konwersem
pewnej relacji moze by¢ tez czasem ta sama relacja — na przyktad konwersem relacji bycia w
tym samym wieku jest ta sama relacja bycia w tym samym wieku (y jest w tym samy wieku

co x wtedy i tylko wtedy, gdy x jest w tym samym wieku co y).

6.4.2. PRAKTYKA: WYKONYWANIE DZIALAN NA RELACJACH.
Zadan zwiazanych z dziataniami na relacjach nie ma sensu szczeg6towo omawiac. Jeden

przyktad powinien w zupetnosci wystarczy¢.

Przyklad:

Wykonamy kilka dziatan na nastepujacych relacjach: xRy = x jest bratem y, xTy = x jest
rowiesnikiem y, xSy = x jest rodzenstwem y, xQy = X jest siostra y.

RAT

lloczyn relacji bycia bratem i bycia réwiesnikiem to relacja zawierajaca pary nalezace
zaréwno do T jaki i R, a zatem relacja bycia bratem réwiesnikiem (bratem blizniakiem) (x jest
bratem blizniakiem y).

S-R

Gdy od relacji bycia rodzenstwem odejmiemy relacje bycia bratem, otrzymamy relacjg
bycia siostra (X jest siostra y).

SUR

Dodajac do relacji bycia rodzenstwem relacje bycia bratem, nie dodajemy do S w istocie
niczego nowego — wszystkie pary nalezace do R juz si¢ w S znajduja — a zatem wynikiem
dziatania jest S, czyli relacja bycia rodzenstwem (x jest rodzenstwem y).

T

Dopetnienie relacji T to zbior par, ktére do T nie naleza, a zatem jest to relacja bycia w
innym wieku (x jest w innym wieku niz y lub: X nie jest rowiesnikiem y).

(RUQ)

W nawiasie mamy sume relacji bycia bratem i bycia siostra, a wiec relacj¢ bycia
rodzenstwem. Dopelnienie tej ostatniej relacji to relacja nie-bycia rodzenstwem (x nie jest
rodzenstwem y)

S-T

Dopetnienie relacji T to, jak juz powiedzielismy wyzej, relacja bycia w roznym wieku.
Gdy odejmiemy ja od relacji bycia rodzenstwem, otrzymamy relacje bycia rodzenstwem
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bedacym w tym samym wieku (x jest rodzenstwem y i sa w tym samym wieku, lub: x jest
blizniaczym rodzenstwem y)

QNS

Dopetnienie relacji Q, to relacja nie-bycia siostra. Czes¢ wspdlna tej relacji z relacja bycia
rodzenstwem to oczywiscie relacja bycia bratem (x jest bratem y).

S-l

Relacja odwrotna (czyli zachodzaca migdzy y i x) do relacji bycia rodzenstwem jest ta
sama relacja bycia rodzenstwem (y jest rodzenstwem Xx).

6.5. ZALEZNOSCI MIEDZY RELACJAMI.

6.5.1. LYK TEORII.
Poniewaz relacje sa zbiorami par, moga one, podobnie
‘2 A : jak inne zbiory, pozostawa¢ do siebie w réznych stosunkach:
N inkluzji, krzyzowania i roztacznosci. Zaleznosci te
zdefiniowane sa tak samo jak w przypadku ,,zwyktych”

Y,\<\ zbiorow.

Relacja R zawiera si¢ w relacji T (R < T), gdy kazda para

LYK TEO e nalezaca do R nalezy réwniez do T. Przyktadowo relacja
bycia kuzynem, zawiera si¢ w relacji bycia krewnym.

Relacja R jest roztaczna z relacja T (R )( T), gdy zadna para nalezaca do R nie nalezy
rownoczesnie do T. Roztaczne sa na przyktad relacje bycia starszym i bycia mtodszym.

Relacja R krzyzuje si¢ z relacja T (R # T ), gdy istnieja pary nalezace zaréwno do R jak i
do T, ale sa tez takie, ktdre naleza jedynie do R i sa takie, ktdre naleza wylacznie do T.
Przyktadowo relacja bycia starszym krzyzuje si¢ z relacja bycia bratem — moze by¢ tak, ze
kto$ jest starszy od kogo$ innego, bedac jednoczesnie jego bratem, ale mozna tez by¢ od
kogos starszym nie bedac jego bratem, oraz by¢ czyims bratem nie bedac od niego starszym.

6.5.2. PRAKTYKA: OKRESLANIE ZALEZNOSCI POMIEDZY RELACJAMI.

Zadania na okreslanie zaleznosci pomigdzy relacjami sa bardzo proste i jeden przyktad
powinien tu wystarczyc.
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Przyklad:

Okreslimy zaleznosci pomigdzy nastepujacymi relacjami R, S, T, Q: xRy = x jest matka v,
xSy = X jest mtodszy od y, XTy = X jest starszy od y, XQy = X jest rodzenstwem y.

Oczywiscie niemozliwe jest, aby by¢ jednoczesnie czyjas matka i by¢ od tej osoby
mtodszym, a wiec relacje R i S sa roztaczne (nie ma par nalezacych jednoczesnie do nich
obu). Jesli x jest matka y, to na pewno X jest starszy od y (ale nie na odwro6t), a wiec relacja R
zawiera si¢ w relacji T (kazda para nalezaca do R nalezy réwniez do T). Nie mozna by¢
jednoczesnie czyjas matka i rodzenstwem, a wigc R jest roziaczna z Q. Z oczywistych
powoddw roztaczne sa rowniez relacje S i T. Rozpatrujac relacje S oraz Q nalezy zauwazy¢,
ze mozna by¢ od kogos mtodszym i by¢ jednoczesnie jego rodzenstwem, mozna by¢ od kogos
mtodszym i nie by¢ jego rodzenstwem, a takze mozna by¢ czyims rodzenstwem i nie by¢ od
niego mtodszym; a zatem S i Q si¢ krzyzuja. Z podobnych powodow krzyzuja si¢ T i Q. A
zatem, symbolicznie:

RS, RcT,R)Q,S)T,S#Q, T#Q.

6.5.3. PRAKTYKA: DOBIERANIE RELACJI BEDACYCH W
ROZNYCH STOSUNKACH DO PODANEJ.

Zadania zwiazane z zaleznosciami pomiedzy relacjami moga tez polega¢ na dobieraniu w
stosunku do danej relacji R innych relacji: takiej zeby R si¢ w niej zawierata, zeby ona
zawierala si¢ w R, roztacznej z R i krzyzujacej si¢ z R. Zadania takie nie maja jednej
odpowiedzi; mozna wymysla¢ wiele réznych, rownie prawidtowych — wszystko zalezy od
wyobrazni rozwiazujacego.

Przyklad:

Do relacji R mieszkania w tym samym miescie (XRy = X mieszka w tym samym miescie
coy), dobierzemy S —taka ze Sc R, T—taka ze R T, Q — taka ze Q )( R oraz P taka ze P #
R

Relacja S ma si¢ zawiera¢ w R, a wiec kazda para nalezaca do S musi rowniez naleze¢ do
R. Relacja taka jest na przyktad relacja mieszkania na tej samej ulicy — jesli x mieszka na tej
samej ulicy co y, to na pewno X mieszka w tym samym miescie co y. Teraz musimy znalez¢

relacje¢ T, taka zeby R sie¢ w niej zawierala; czyli kazda para mieszkajaca w tym samym
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miescie musi rowniez naleze¢ do naszej nowej relacji T. Relacja taka moze by¢, na przykiad,
relacja mieszkania w tym samym kraju. Za przyktad relacji Q roztacznej z R moze postuzy¢
relacja mieszkania w innym miescie. Jako relacje krzyzujaca si¢ z R mozemy podac¢ relacje
bycia bratem — jedna osoba moze by¢ bratem drugiej i mieszkaé¢ jednoczesnie w tym samym
miescie co ta druga, ale mozna tez by¢ czyims bratem i mieszka¢ w innym miescie, a takze
mieszka¢ z kim§ w tym samym miescie, ale nie by¢ jego bratem. A zatem ostateczna, jedna z
wielu mozliwych, odpowiedz to:

XSy = x mieszka na tej samej ulicy coy,

XTy = x mieszka w tym samym Kraju co y,

XQy = x mieszka w innym miescie niz y,

XPy = X jest bratem y.

SLOWNICZEK:

lloczyn kartezjanski — iloczyn kartezjanski zbiorow A i B (A x B) to zbior wszystkich
par, takich w ktorych na pierwszym miejscu jest element zbioru A, a na drugim element
zbioru B.

Kwadrat kartezjanski — kwadrat kartezjanski zbioru A to iloczyn kartezjanski A z nim

samym, czyli A x A.

Dziedzina lewostronna relacji — zbior tych obiektéw, ktore pozostaja w relacji do

jakiegos obiektu.

Dziedzina prawostronna relacji (przeciwdziedzina) — zbiér tych obiektéw, do ktérych

jakis obiekt pozostaje w relacji.

Pole relacji — suma dziedziny lewostronnej i prawostronnej relacji.
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